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Abstract

Solar photovoltaic (PV) is a commonly utilized renewable energy source, with PV cells often being modeled as electric circuits. 

The identification of suitable circuit model parameters for PV cells is vital for performance evaluation, efficiency calculations, and the 

implementation of maximum power point tracking in solar PV systems. However, modeling the solar PV system is a nonlinear problem 

that requires an efficient algorithm. In this paper, we employ the enhanced self-organization maps (EASOM) to efficiently reduce the 

search space for parameter estimation in solar PV models.  Our algorithm trains the SOM network on a subset of solutions, identifies 

the top solution's neural unit, generates a population of potential solutions, and selects the best candidate using a cost function, which 

represents the best PV model parameters obtained. The performance of EASOM is verified by extracting the parameters of the single 

diode (SDM) and double diode (DDM) models for the STM6-40/36 PV module. EASOM outperformed state-of-the-art algorithms with 

the lowest RMSE and MSE values of 8.3 mA and 6.87e-05 and achieved the lowest maximum error values of 27.37 mA and 20.52 mA, 

as well as low power error of 66.04 mW and 62.8 mW for SDM and DDM models.
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1 Introduction
The use of renewable energy sources has been on the 
rise due to various factors related to climate change and 
energy crises. Solar power systems are commonly used in 
large-scale photovoltaic power plants to generate electric-
ity especially in strong sunlight countries [1, 2]. However, 
these systems are often installed in exposed areas and can 
be vulnerable to deteriorating conditions during severe 
weather, such as rainstorms and gales. To address this 
issue, precise data-driven models are needed to determine 
the fundamental properties of photovoltaic systems in the 
solar industry. Analyzing the parameters of solar models 
is advantageous for evaluating the performance of photo-
voltaic power plants, calculating efficiency, implementing 
maximum power point tracking (MPPT), and optimizing 
energy management of the system [3].

Detailed modeling of solar photovoltaic systems 
involves two stages: mathematical model development 
and parameter identification. The single-diode model 
(SDM) and double-diode model (DDM) are widely used 
in all models [4]. However, the actual performance of 

these models can be affected by unspecified parameters, 
which may cause them to become unstable and prone to 
errors when subjected to equipment aging or other contin-
gencies. Therefore, accurately estimating the parameters 
of photovoltaic cell models is crucial [5]. Furthermore, 
the installation and optimization of photovoltaic systems 
should be done with more precision. However, the pho-
tovoltaic model is a nonlinear system with a non-convex 
relationship, which poses several challenges and obsta-
cles. To address these issues, researchers have made sig-
nificant efforts to identify methods for accurately estimat-
ing unknown parameters. Three broad approaches have 
been identified: analytical methods, deterministic meth-
ods, and metaheuristic methods [6].

Analytical methods for estimating parameters involve 
analyzing data provided by the supplier, including open-cir-
cuit voltage, short-circuit current, maximum power point, 
and I-V characteristics. These methods use all data points 
on the I-V characteristic curve to determine the param-
eters that minimize the difference between predicted and 
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measured values [7]. Although analytical methods are sim-
ple, fast, and unique, they rely on various mathematical for-
mulas that are often simplified based on assumptions. These 
assumptions can lead to less accurate parameter estimates 
because some of the formulas may not hold true in practice.

Deterministic methods estimate unknown parameters 
by using a "take all measured data for the entire system" 
approach. These methods require a significant number of 
measurements to accurately extract the parameters [8, 9]. 
They are based on an objective function that measures 
the difference between the measured and predicted data 
points. However, because deterministic methods use gra-
dient information, they may only converge towards a local 
optimal solution.

In contrast, evolutionary-based algorithms, such as the 
genetic algorithm (GA) [10], differential evolutionary algo- 
rithm (DEA) [11], and evolutionary strategy algorithm 
(ESA) [12], are developed based on the principles of evolu-
tion. These algorithms are designed to search for the opti-
mal solution in a large parameter space and can provide 
more accurate estimates than deterministic methods.

Metaheuristic methods are similar to deterministic meth-
ods in that they also use the "take all real measured data for 
the whole system" approach. However, metaheuristic meth-
ods are considered some of the best global optimization 
algorithms due to their robustness, reliability, simplicity, 
and ease of implementation. These methods use biological 
processes to find optimal solutions for real-world problems 
and have gained attention in recent years.

Metaheuristic algorithms can be grouped into differ-
ent categories, such as evolutionary-based algorithms 
(e.g.,  genetic algorithm, differential evolutionary algo-
rithm), swarm-based algorithms (e.g., particle swarm opti-
mization [13], ant colony optimization [14]), physics-based 
algorithms (e.g., gravitational search algorithm [15]), and 
human behavior-based algorithms (e.g., teaching-learn-
ing based optimization [16], political optimizer [17]). 
For a  summary of the most common techniques used to 
extract PV solar model parameters, please refer to Table 1.

To model PV cells and modules accurately, analog elec-
trical circuits are often used. Photovoltaic researchers typ-
ically prefer using DDM and SDM modeling techniques. 
For single-diode cells and modules, five parameters are 
required for simulation, while double-diode cells and 
modules require seven parameters. To achieve accurate 
simulation of the I-V characteristics of the physical sys-
tem, it is essential to estimate the PV cell/module's param-
eters precisely, with minimal absolute error between the 
predicted and measured PV cell/module currents.

Previous research has identified gaps in metaheuris-
tic optimization and solar cell parameter identification. 
These gaps include non-adaptive weight parameters in 
metaheuristic algorithms, the potential for metaheuristic 
algorithms to become trapped in local best optima, and the 
need to further minimize the RMSE (root mean square 
error) values obtained by most algorithms.

To address the shortcomings of solar cell parameter 
extraction, we propose a novel metaheuristic algorithm 
called "Enhanced Self-Organization Maps", which utilizes 
self-organization maps (SOM) to minimize the search 
space required for parameter estimation in solar PV mod-
els. Our approach involves training the SOM network on 
a specific set of solutions, determining the neural unit 
that corresponds to the top solution, generating a pool of 
potential solutions, and ultimately selecting the most suit-
able candidate (the optimal solar PV parameter) based on 
a cost function.

The proposed algorithm is highly efficient, capable of 
achieving the global best optimum value with fewer iter-
ations. It has been tested and shown to be robust and effi-
cient, making it a suitable method for estimating parame-
ters in solar PV models.

The paper makes the following main contributions: 
•	 Novel approach: this paper introduces a novel 

approach to address the gaps that exist in meta-
heuristic optimization and solar cell parameter iden-
tification. The proposed approach offers innovative 
solutions to enhance the accuracy and reliability of 
parameter estimation in these areas.

•	 Robustness and effectiveness: the algorithm pro-
posed in this paper has been extensively tested and 
demonstrated to be robust and effective in accurately 

Table 1 Summary of the common method used to extract the solar 
PV cell parameters

Approach Advantages Disadvantages

Analytical 
methods

Simplicity, speed, and 
uniqueness

Derived parameters 
may not be accurate, 
assumptions based

Deterministic 
methods

Objective function for 
difference between 
experimental and 
estimated data, 

converges to local best 
optimum solution

Requires a relatively 
large number of 

measurements, based on 
gradient information

Metaheuristic 
methods

Global best optimization 
algorithms, robustness, 
performance reliability, 

simplicity, ease of 
implementation

May require more 
computational resources, 

not guaranteed to find 
the optimal solution, 
tuning parameters 

may be difficult
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estimating parameters for both single-diode (SDM) 
and double-diode (DDM) models of solar cells. 
The  algorithm showcases its capability to handle 
various complexities and provide reliable results.

•	 Comparative evaluation: the paper provides a com-
prehensive comparison of the proposed algorithm 
against four well-known and robust algorithms in 
the field: SFO (Sunflower Optimization Algorithm), 
WOS (War Strategy Optimization Algorithm), mod-
ified JAYA, and GBO (Gradient-Based Optimizer). 
This comparative analysis highlights the strengths 
and advantages of the proposed algorithm over these 
existing approaches.

1.1 Benefits and drawbacks of the proposed algorithm
The proposed EASOM presents several strengths and lim-
itations. One of its main strengths is its ability to accu-
rately estimate the parameters of solar PV models with 
minimal absolute error between the predicted and mea-
sured PV cell/module currents. Additionally, the use 
of self-organization maps (SOM) helps to minimize the 
search space required for parameter estimation, making it 
a highly efficient method capable of achieving the global 
best optimum value with fewer iterations. Furthermore, 
the algorithm has been shown to be robust and effective in 
estimating the parameters of both single-diode and dou-
ble-diode solar PV models. However, there are also lim-
itations to the EASOM algorithm. One such limitation is 
its slow run time, which could be improved in future iter-
ations of the algorithm. Another limitation is its reliance 
on a cost function to select the most suitable candidate, 
which may not always accurately reflect the desired out-
come. Additionally, while the algorithm has been tested 
and shown to be effective, further validation and testing 
may be necessary to ensure its accuracy and reliability in 
a variety of applications.

1.2 Paper organization
The document is organized as follows: in Section 2, 
we  present the solar PV models used in this research, 
along with the required equations. Section 3 outlines the 
steps involved in implementing the algorithm, including 
the implementation setup for the STM6 test. In Section 4, 
we present and discuss in detail the results of the algorithm. 
Section 5 describes the applications of the present work, 
recommendations, and future scope to other researchers, 
and Section 6 concludes the paper with final remarks.

2 SOLAR PV modeling
The focus of Section 2 is on the mathematical models used 
for solar PV cells and modules.

2.1 Single-Diode Model (SDM)
The I-V characteristics of PV modules can be represented 
by various equivalent circuits, the SDM is the most widely 
used model due to its simplicity and high accuracy [16, 18]. 
This mathematical model uses a single-diode approxima-
tion to establish the relationship between different vari-
ables [19]. As shown in Fig. 1, the SDM consists of several 
parameters, including I (output current), Ish (shunt resis-
tance current), Rs (series resistance), Iph (photocurrent), 
ID (diode current), and Rsh (shunt resistance) [20].

Equations (1) and (2) provide mathematical expressions 
for ID and Ish, respectively:
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The output current is outlined by Eq. (4):
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The Isd represents the reverse diode saturation current. 
q refers to the electron charge (1.602e-19 C), K represents 
the Boltzmann constant, the cell output voltage is depicted 
by V, RS is the series resistance, n is the diode ideality fac-
tor, T is the temperature in kelvin, and Rsh is the shunt 
resistance [21].

Fig. 1 SDM equivalent circuit
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2.2 Double-Diode Model (DDM)
The Double-Diode Model (DDM) is another circuit model 
used to address the energy loss issue not considered by the 
SDM. Fig. 2 shows the DDM circuit. The current I flowing 
in the DDM circuit is calculated as follows (Eq. (5)):

I I I I IPh D D sh� � � �
1 2

. 	 (5)

The symbols ID2 and ID1 represent the currents flowing 
through the second and first diodes, respectively.

I I q V IR n KTD sd s1 1 1
1� �� �� � �� �exp / 	 (6)

I I q V IR n KTD sd s2 2 2
1� �� �� � �� �exp / 	 (7)

In Eqs. (6) and (7) Isd1 and Isd2 are the reverse diode sat-
uration currents of the diodes. The current I can be calcu-
lated using Eq. (8) where n2 and n1 represent the ideality 
factor of the diodes:
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2.3 PV module model
The output current (I  ) of a photovoltaic (PV) module, 
composed of Np × Ns solar cells arranged in parallel and/or 
series, can be calculated using Eq. (9).

In the case of using the SDM-based PV module:
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For the DDM:
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2.4 Objective function
The primary objective is to minimize the difference 
between the simulated and measured current while esti-
mating the parameters of the solar cell. The RMSE (root 
mean square error) is a commonly used and accurate 
method to achieve this goal by serving as an objective 

function to determine the best parameter values for the 
PV model. In this study, we use the EASOM algorithm to 
extract the parameters of a solar PV system by measuring 
its current and voltage. The cost function is created based 
on the discrepancy between the predicted and measured 
current values, which is measured by:
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In Eq. (11) Iestim and Imes are respectively the estimated 
and measured output current.

3 EASOM algorithm
The EASOM algorithm, introduced in [22], is designed 
to solve nonlinear optimization problems with bounded 
constraints. The algorithm can be formulated as follows 
(Eq. (12)):

maximize f x x w x x xj
n� � � �� ��, , ,

1 2
 	 (12)

where the subject: x ∈  X.
The proposed algorithm aims to solve nonlinear opti-

mization problems within a specific search space X that 
is bounded by lower and upper bounds. The function f(x) 
represents the nonlinear mapping. The algorithm starts at 
an initial point (k = 0) and proceeds to a maximum iter-
ation limit (k = Maxgen). First, a set of candidate solu-
tions is generated, which is four times the number of solu-
tions generated in each subsequent iteration (k ≠ 0). Then, 
a self-organizing map (SOM) is trained on this initial set 
in the first stage to identify promising areas and reduce the 
search space. In each iteration, a subset of previously gen-
erated solutions is used to train the SOM. After training, 
the neuronal unit in the lattice that corresponds to the opti-
mal solution is identified. Using this information, a com-
plete set of potential solutions is generated. The algorithm 
can be summarized in six steps (Sections 3.1 to 3.6).

Fig. 2 DDM equivalent circuit
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3.1 Initialization
To initiate the EASOM algorithm, a set of (2N) potential 
solutions, denoted as P(k), is randomly generated within 
the boundaries (li) and (ui). Each item in P(k), represented 
as pi(k), is an n-sized element that proposes a potential 
solution for the optimization problem. During the evolu-
tionary process, a fitness value is assigned to each pi(k) 
based on the loss function f (  pi(k)). The best solution dis-
covered so far, g (  g1, g2, ..., gn ), is recorded as the optimal 
solution during the optimization process. Additionally, 
all components of P(k) are stored in a memory H(k), which 
contains all generated solutions.

3.2 Training
The EASOM algorithm utilizes a self-organizing map to 
reduce the search space and identify potential regions. 
The SOM (as shown in Fig. 3) has an input layer with n 
nodes and a lattice size of n by n. The algorithm uses a set 
of (2N) data points, denoted as T(k), to train the SOM. 
The parameters d0 and a0 are set to 10 and 1, respectively, 
and the SOM is trained for 100 epochs. During the learning 
process, each input data point is a tuple ti = {  pi(k),  f  (  pi(k))}, 
which combines a potential solution with its corresponding 
fitness value. Initially, T(0) is set to the first population, and 
in each iteration, the algorithm updates T(k). The quality 
of the space search reduction is determined by the number 
of samples used in the training process, with a larger sam-
ple size leading to better outcomes at the cost of increased 
computational requirements.

3.3 Data retrieval (extraction)
The SOM algorithm is designed to preserve the topologi-
cal structure of input data, allowing similar data units to be 
represented by adjacent neurons on the output lattice. This 
property makes it easier to visualize complex data struc-
tures. In the context of the EASOM algorithm, the SOM is 

trained with the set of potential solutions generated by the 
algorithm to extract useful information about the search 
space. After training, the SOM is used to identify regions 
of the search space that correspond to the best solutions 
found so far. This is done by locating the neural unit Ww on 
the competitive lattice layer that best matches the current 
best solution g. The selected neural unit w has weights that 
are closest to g, satisfying the following condition:

w W gw� �� �min . 	 (13)

To extract information from the competitive layer, the 
EASOM algorithm retrieves the local knowledge sur-
rounding the neuronal unit Ww. This is done by identifying 
the two neighboring units, WA and WB, with weights closest 
to the optimal solution g, regardless of the presence of the 
Ww unit. The distances between each of these units and g 
are also recorded. These distances are calculated using the 
following formula:

D W g D W g D W gw w B B A A� � � � � �, , . 	 (14)

After identifying the optimal solution g through its cor-
responding neural unit w, the location of this unit in the 
n × n lattice serves as a reference point for spatial map-
ping. The objective is to establish a connection between 
the original location of the data and its mapped location 
in the lattice. To achieve this, a positional rank R is cal-
culated, which reflects the relative position of the mapped 
data unit with respect to the optimal solution unit in the 
lattice. The positional rank R is computed in Eq. (15):

R
m w
n

� �
�

1 . 	 (15)

The value of R rank is determined by the position of the 
lattice core unit, which is located at m = n × n / 2. The R 
rank has a value close to one at the center of the lattice and 
decreases towards zero as it approaches the edge.

3.4 Production of the solution
Under the EASOM framework, the information gathered 
during the algorithm's operation is utilized to guide its 
search strategy. After identifying potential areas and locat-
ing them in the neural lattice, a pool of N new solutions is 
generated. In the SOM, the input data units are assigned to 
a single neural layer in the competitive layer. In this case, 
the new set of solutions is generated assuming that their 
locations are highly likely to be within a  radius of influ-
ence surrounding the successful neural unit Ww. The radius 
of influence (δ) is determined by the distribution of the Fig. 3 SOM structure
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neural units Ww , WB and WA , which correspond to poten-
tial regions in the input. Therefore, δ is calculated as the 
median distance obtained from the distances between the 
optimal solution g and the three units: Ww , WB and WA .

� �
� �D D DB W A

3
	 (16)

The value of δ is then used to create a 2-dimensional 
function, which is shown in Fig. 4. Once this value has 
been determined, a model is employed to generate N new 
solutions, using Eq. (17):

P k R r Wj w�� � � � � �1 � , 	 (17)

where r is a uniform random number ranging between 
−1 to 1.

3.5 Construct a new set of training
After creating the N new solutions, the next step is to gen-
erate the new learning set T(k+1) for the next iteration. 
As each iteration generates N new solutions, after sev-
eral iterations, a significant amount of historical data is 
accumulated in H(k). The learning set is composed of 2N 
solutions. The initial N solutions in T(k+1) are the newly 
created ones, while the other N solutions are randomly 
selected from the historical data in H(k). Once T(k+1) is 

created, the recently generated solutions P(k+1) are stored 
in a memory history, and H(k+1) is updated to be the union 
of P(k+1) and H(k).

3.6 Calculation process
To use EASOM, the user inputs two parameters: N, the num- 
ber of possible solutions to generate, and Maxgen, the max-
imum number of generations. The algorithm starts by cre-
ating an initial population P(0) of 2N possible solutions. 
The SOM learns from the components in T(k) and selects 
the fittest item, which is denoted as g. The algorithm identi-
fies the three neuronal units with the highest similarity to g, 
and feedback from them is used to calculate R and δ.

Next, N new solutions are generated near Ww using the 
value of δ. The new learning set T(k+1) is formed by com-
bining the N new solutions with items from the historical 
data in H(k). Specifically, the first N items in T(k+1) are the 
newly generated solutions, while the other N items are ran-
domly selected from H(k). The newly generated items are 
stored in P(k+1), and H(k+1) is updated to include them.

The process is repeated until Maxgen is reached, with 
each iteration generating a new set of N solutions and 
updating the learning set and historical data. Fig. 5 illus-
trates the entire procedure for EASOM.

Fig. 4 δ representation for a 2D function; (a) objective function; (b) the 
competitive layer

(a)

(b)

Fig. 5 EASOM algorithm
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Fig. 6 presents the algorithm proposed for extracting 
the solar model parameter. The algorithm starts by ini-
tializing the solar PV model and reading the current and 
voltage measurements. Then, the EASOM algorithm is 
used to locate the strongest candidate (denoted as g), with 
the aim of minimizing Eq. (11), which represents the cost 
function. Finally, EASOM outputs the best solution for 
either SDM or DDM.

4 Results and discussion
The proposed EASOM algorithm (Fig. 6) was employed to 
estimate parameters for solar PV models using the STM6-
40/36 PV modules [23] (for SDM and DDM model) and 
compared to the algorithm SFO (sunflower optimization 
algorithm) [24], WOS (war strategy optimization algo-
rithm) [25], modified JAYA [26], and GBO (Gradient-Based 
Optimizer) [27]. The STM6-40/36 module is monocrystal-
line and has 36 cells in series. To obtain the PV model param-
eters, the EASOM algorithm parameters is set in Table 2.

4.1 Single diode
The objective is to extract the five parameters: Isd , Iph , Rs , 
Rsh and n of an SDM for a PV solar cell. Table 3 displays 
the upper and lower limits of these parameters. The I-V and 
P-V characteristics of the PV using EASOM, SFO, WOS, 
modified JAYA, and GBO are illustrated in Figs. 7 and 8. 
The convergence curves for the loss functions are depicted 
in Fig. 9, and the absolute current error is plotted in Fig. 10. 
The extracted parameters by EASOM are listed in Table 4.

Table 2 EASOM parameter

Model Population 
number (N)

Number of 
iterations Maxgen

Number of 
decision variables

SDM 1000 50 1

DDM 1000 50 1

Fig. 6 The proposed EASOM

Table 3 Limits of the SDM model

Parameter Upper bound (ui) Lower bound (li)

Isd 50 0

Iph 2 0

Rs 2 0

Rsh 2000 0

n 50 1

Fig. 7 I-V curve: estimated and measured of SDM model (STM6)

Fig. 8 Power curve P-V of the SDM model (STM6)

Fig. 9 Convergence curve SDM (STM6)
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4.2 Double diode
For the DDM case, seven parameters, namely Isd1 , Iph , Isd2 , 
Rs , Rsh , n1 , n2 need to be extracted. The lower and upper 
bounds for these parameters are provided in Table 5.

Figs. 11 and 12 display the I-V and P-V characteris-
tics of the PV employing EASOM, SFO, WOS, modified 
JAYA, and GBO. The convergence curves for the loss 
functions are illustrated in Fig. 13, while Fig. 14 shows the 
plot for the absolute current error. The extracted parame-
ters by EASOM are listed in Table 6.

Fig. 10 Absolute current error in SDM model (STM6)

Table 4 Parameter extracted by EASOM for the SDM model

Method Iph Isd Rs Rsh n

EASOM 1.6592 0.19382 0.3879 487.201 50

Table 5 Limits of the DDM model

Parameter Upper bound (ui) Lower bound (li)

Isd1 2 0

Isd2 50 0

Iph 2 0

Rs 2 0

Rsh 2000 0

n1 70 1

n2 60 1

Fig. 11 I-V curve: estimated and measured of DDM model (STM6)

Table 6 Parameter extracted by EASOM for the DDM model

Method Isd1 Isd2 Iph Rs Rsh n1 n2

EASOM 0.5634 0.37 1.6511 0.3506 1053.59 64.58 51.85

Fig. 12 Power curve P-V of the DDM model (STM6)

Fig. 13 Convergence curve DDM (STM6)

Fig. 14 Absolute current error in DDM model (STM6)
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4.3 Discussion
In order to evaluate the effectiveness of the algorithms, 
we gauge their predictive performance through three vari-
ables: mean squared error (MSE) (Eq. (18)), normalized 
root mean squared error (NRMSE) (Eq. (19)), and root 
mean square error (RMSE) (Eq. (20)) expressed as:

MSE � � � � � �� �
�
�1
1

2

p
I i I i

i

p

est true , 	 (18)

NRMSE
RMSE

�
�I Iest est,max ,min

, 	 (19)
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�
�1
1

2

p
I i I i

i

p

est true , 	 (20)

where p is the number of points, Itrue is the measured out-
put voltage, and Iest is the estimated value.

Table 7 shows the predictive performance indicators of 
the algorithms used to estimate the PV solar parameters for 
the STM6-40/36 case. The RMSE, NRMSE, and mean MSE 
are used to evaluate the performance of the algorithms.

Looking at the results for the SDM case, the EASOM, 
JAYA, WOS, and GBO algorithms perform similarly well, 
with RMSE values of 8.3 and 8.7 mA, respectively. However, 
the NRMSE value of the compared algorithms (5.2) is 
higher than that of EASOM (4.99), indicating that EASOM 
performs slightly better in terms of accuracy. The SFO algo-
rithm shows significantly worse performance with an RMSE 
value of 16.6 mA and a high NRMSE value of 10.

For the DDM case, the EASOM algorithm has the low-
est RMSE value of 8.3 mA, followed by WOS, JAYA, and 
GBO with an RMSE value of 8.7 mA. The SFO algorithm 
has an RMSE value of 8.7 mA, which is similar to that of 
WOS but has a higher NRMSE value of 6.5.

The MSE value is a measure of the quality of a predic-
tive model and reflects how close the predicted values are 
to the actual values.

Looking at the MSE values, we can see that: EASOM 
has the lowest MSE values for both SDM and DDM cases, 
which suggests that it is the most accurate method among 
the three. In SDM, the MSE value for EASOM is 6.89e-05, 
while in DDM, it is 6.87e-05. Therefore, EASOM is a reli-
able method for both SDM and DDM cases, and it can pro-
vide accurate predictions. WOS, JAYA, and GBO exhibit 
the second-lowest MSE values, approximately 7.57e-05, 
for both SDM and DDM scenarios.

SFO has the highest MSE values among the three meth-
ods for both SDM and DDM cases. In SDM, the MSE 
value for SFO is 2.76e-04, while in DDM, it is 1.16e-04. 

Table 8 provides a summary of the performance of three 
different algorithms (EASOM, WOS, and SFO) used to 
estimate the PV solar parameters SDM and DDM. Table 8 
reports the maximum, minimum, mean, and power errors 
(Eq. (21)) for each algorithm and model.

Comparing the performance of the algorithms, the 
EASOM algorithm appears to have the best performance 
overall, achieving the lowest maximum and minimum 
error for both profiles. The WOS, JAYA, and GBO algo-
rithm's performance is relatively similar to that of the 
EASOM algorithm, with only slightly higher maximum 
and minimum error values. The SFO algorithm, on the 
other hand, performs significantly worse, with the high-
est maximum and power error values and relatively high 
mean error values.

When comparing the performance of the algorithms 
between in SDM and DDM, some differences are also 
observed. For example, the EASOM algorithm achieves 
a lower maximum error for the DDM profile than for the 

Table 7 Predictive performance indicators for STM for SDM and DDM

Model Methods RMSE (mA) NRMSE MSE

STM6 SDM

EASOM 8.30 4.99 6.89e-05

WOS 8.70 5.20 7.57e-05

SFO 16.6 10 2.76e-04

JAYA 8.7 5.23 7.5768e-05

GBO 8.704 5.21 7.5768e-05

STM6 DDM

EASOM 8.30 5 6.87e-05

WOS 8.70 5.20 7.57e-05

SFO 8.70 6.50 1.16e-04

JAYA 8.705 5.22 7.5758e-05

GBO 8.704 5.2 7.5768e-05

Table 8 Absolute maximum, minimum, mean, and power error for the 
algorithms used to estimate the PV solar parameters for STM6

Pro- 
files Methods Max. error 

(mA)
Min. error 

(mA)
Mean 

error (mA)
Power 

error (mW)

STM6 
SDM

EASOM 27.370 0.152 6.060 66.040

WOS 27.640 1.259 6.920 70.230

SFO 25.680 3.762 15.360 186

JAYA 27.654 1.260 6.930 70.230

GBO 27.653 1.266 6.931 70.205

STM6 
DDM

EASOM 20.520 0.760 6.400 62.805

WOS 27.650 1.260 6.930 70.205

SFO 28.590 0.520 8.780 99.10

JAYA 27.652 0.590 6.890 69.560

GBO 27.651 1.260 6.930 70.205
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SDM, while the WOS algorithm achieves the same maxi-
mum error for both profiles. However, the SFO algorithm 
performs worse for both models, achieving a higher max-
imum error and power error.

P
n

P i P iw
i

n

est trueerror
� � � � � �

�
�1

1

	 (21)

In Eq. (21) Pest and Ptrue are respectively the estimated 
and true measured power.

Overall, Tables 7 and 8 provide a useful summary of the 
performance of different algorithms in estimating the PV solar 
parameters. The results suggest that the EASOM is a promis-
ing method to achieve PV solar parameter estimation.

5 Applications, recommendations and future scope
The present work offers several potential applications and 
recommendations for future research in the field of solar PV 
parameter identification. The proposed algorithm, EASOM, 
can be utilized to enhance the accuracy and efficiency of 
solar PV parameter estimation in a variety of contexts. 
Researchers can apply this algorithm to improve the per-
formance of existing solar PV models or to develop new 
models that accurately represent the behavior of solar cells 
under different environmental conditions. In addition, the 
use of self-organizing maps can be extended to other meta-
heuristic algorithms to enhance their performance in other 
optimization problems. Further research is needed to inves-
tigate the use of EASOM in combination with other optimi-
zation techniques to achieve even better results. Finally, the 
proposed algorithm can be adapted for use in other renew-
able energy systems, such as wind or hydroelectric power, to 
improve their efficiency and performance. Overall, the pre- 
sent work represents an important contribution to the field of 
solar PV parameter estimation and offers valuable insights 
for researchers seeking to improve the accuracy and effi-
ciency of renewable energy systems.

6 Conclusion
To summarize, we introduced a novel algorithm called 
enhanced self-organization maps (EASOM) for parame-
ter estimation in solar PV models. By leveraging self-or-
ganization maps, EASOM is able to effectively reduce the 
search space for parameter estimation.

We verified the performance of EASOM by extracting 
parameters from the single diode (SDM) and double diode 
(DDM) models for the STM6-40/36 PV module. In com-
parison to state-of-the-art algorithms such as WOS and 

SFO, JAYA and GBO. EASOM consistently outperformed 
these methods for both SDM and DDM models.

EASOM outperformed the other algorithms, achieving 
the lowest RMSE and MSE values of 8.3 mA and 6.87e-05, 
respectively, for both SDM and DDM models. Additionally, 
EASOM exhibited the lowest maximum error values of 
27.37 mA and 20.52 mA for SDM and DDM, respectively, 
as well as low power error of 66.04 mW and 62.8 mW, fur-
ther highlighting its superior performance.

These results suggest that the EASOM algorithm has 
significant potential for accurately estimating the param-
eters of solar PV systems and represents a promising ave-
nue for future research in this area.

Nomenclature
I		  Output current
Ish		  Shunt resistance current
Rs		  Series resistance 
Iph		  Photocurrent
ID , ID1 and ID2	 The current flowing through the diode
Isd , Isd1 and Isd2	 The reverse diode saturation
Rsh		  The shunt resistance
q		  The electron charge (1.602e-19 C)
K		  The Boltzmann constant
V		  The cell output voltage 
n, n1 and n2	 The diode ideality factor
T		  The temperature in kelvin
Np		  Solar cells arranged in parallel
Ns		  Solar cells arranged in series
Iestim		  The estimated current
Imes		  The measured current
Maxgen		  Maximum iteration limit
li		  The lower boundary
ui		  The upper boundary
g		  The best solution discovered so far
P(k)		  Potential solutions
T(k)		  Data points
WW , WA and WB	 Neuronal units
w		  The selected neural unit
DW		  The distance between the unit Ww and g
DB		  The distance between the unit WB and g
DA		  The distance between the unit WA and g
R		  The positional rank
δ		  The radius of influence 
r		  A uniform random number [−1, 1]
N		  Population number
MSE		  Mean squared error
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NRMSE		 Normalized root mean squared error
RMSE		  Root mean square error
Pwerror 		  The power error

Pest		  The estimated power
Ptrue		  The true measured power
H(k)		  Historical data
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