Extraction of the Global Maximum Power for PV System under PSC Using an Improved PSO Technique
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Abstract

To get the most power out of photovoltaic (PV) panels, PV systems must utilize a maximum power point tracking (MPPT) controller. In partial shading conditions (PSC), the power-voltage (P-V) characteristic of the PV network may show a single global maximum power point (GMPP) and two or more local maximum power points (LMPP). This indicates that the PV cells and panels do not get uniform illumination. As they converge on the maximum power point (MPP) that makes contact first, which is often one of the LMPPs in this scenario, common MPPT approaches like incremental conductance (InC) and perturb and observe (P&O) are unable to distinguish between a GMPP and LMPPs. In this paper, the extraction of the GMPP of the PV system under PSC based on a suggested particle swarm optimization (PSO) approaches is presented. The particularity of the suggested approach is that it takes into account the calculation of the position of each particle as a function of the duty cycle and the global maximum power. Results on the performance of the suggested PSO method show an advantage over the conventional PSO and the commonly used traditional P&O method. The suggested PSO technique offer better performance in terms of global power extracted, ripple rate of the power and efficiency.
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1 Introduction

Nowadays, the optimization of the photovoltaic (PV) modules performance is becoming more and more important because they exploit a renewable, modular and non-polluting energy [1]. The simplest and most economical way to improve the PV arrays is to add bypass diodes to the PV system. Then operate the system at its maximum power point (MPP) by combining a maximum power point tracking (MPPT) controller to the power electronic converter [2–4].

This solution remains incomplete due to the fact that there are always unpredictable shading sources but also due to the fact that it is necessary to rigorously choose an MPPT approach that is able to take into account the shading phenomenon while running the PV system at its maximum power [5].

A series of MPPT strategies have been realized in the literature to improve PV system performance. They can be classified in several groups of classical techniques such as: hill climbing (HC) [6], incremental conductance (InC) [7, 8], perturb and observe (P&O) [9–11], fractional open circuit voltage (FOCV) [10] and fractional short circuit current (FSCC) [12] to name a few. In specifically, the P&O method makes use of a disturbance in the operational voltage of the PV system [9]. The main shortcomings of this approach, however, are the oscillations around the MPP, which is shown, and its limited ability to follow this point under cyclical environmental circumstances. Elgendy et al. [13] introduced the InC technique to lessen these oscillations and improve system efficiency; however it did not completely remove oscillations. Moreover, these systems need a series of procedures to choose the optimal duty cycle value, which might lead to inaccurate or slow
monitoring during sudden changes in temperature or irradiance [7]. Intelligent methods can also be mentioned to extract the MPP: the genetic algorithm (GA) [14], the Grey Wolf Optimizer (GWO) [14], the particle swarm optimization (PSO) [15–18], the fuzzy logic controller (FLC) [19, 20] and the artificial neural network (ANN) [21]. These algorithms provide a quicker time response and better stability under a variety of operating conditions because they employ a variable step to calculate the appropriate duty cycle value.

In the same vein, one of the biggest obstacles of solar panels is the partial shading conditions (PSC) that occurs when a part of the solar panel surface is no longer irradiated due to dust, an animal, or a surrounding mask. As a matter of fact, in PV arrays, the partial shading phenomenon not only leads to hot spots in PV modules but is also considered to be one of the main causes of PV systems energy efficiency reduction. Some authors have tried to solve this problem by modifying the PSO method or by combining it with other smart approaches [2–5].

Farh et al. [21] suggested a hybrid particle swarm optimization-fuzzy logic controller (PSO-FLC) algorithm for retrieving the overall PV system peak dynamically from the partially shaded system. This approach uses two PSO particle dispersing techniques capable of effectively solving the time invariance problem of PSO and the problem of strong oscillations around steady states. As a result, the latter approach will thus improve the performance of the PV system both under normal and PSC. In the same line of thought, Li et al. [15] improved the accuracy of the MPPT by proposing an overall distribution (OD) MPPT algorithm integrated in the PSO to rapidly search the area near the global maximum power points (GMPP). Hence the appeal of the OD-PSO MPPT algorithm, always with the aim of minimizing the monitoring time and increasing the yield of PV modules. Ibrahim et al. [22] suggested a cuckoo search algorithm (CS) for determination of GMPP of PV under PS. Ibrahim et al. [17] suggested an improved version of particle swarm optimization algorithm (IPSO) to solve the same problem. The fundamental difference between these last two works lies on practical application purpose. For instance, the last one is applied to a PV array functioning under PSC. In order to solve the problem of long convergence time, GP stored in memory, and the problem of sudden change of PSCs, a new rapid adaptive PSO (APSO) strategy has been proposed in [16]. Despite these previous works and the many algorithms developed, the problem of high MPPT tracking time and that of oscillations during the exploitation phase remain relevant. This is how several works have been oriented in this direction this last years, the most important of which will are: the collaborative swarm algorithm (CSA) presented in [23] which is an association of three soft computing algorithms PSO, ACO-NUP, Jaya, and the cat swarm optimization (CSO) method presented in [24], the hybrid GWO sine cosine algorithm suggested in [25], and its improved version described in [26], to take into account the congestion cost of the electricity system and avoid being trapped in local optima. The hybrid MPPT algorithm (PSO+P&O and PSO+InC) presented in [27], which additionally varies the step size of conventional methods, InC and P&O in order to optimize the maximum PV output power. Some authors have been interested in finding reliable methods to assess the performance of different MPPT approaches. We can cite: the experimental technique for evaluating the adaptive tracking of the MPP for an autonomous PV system from Yadav et al. [14], the benchmark test from Javed and Ishaque [28] called RLD (length distribution runtime) to assess the effectiveness of several MPPT techniques inspired by evolutionary algorithms (EA) with various shaded curves.

The new method that is proposed in this work not only avoids the damage related to shading (destruction of solar cells, fires...), but also allows the PV system to operate at its overall maximum power. The particularity of the proposed approach is that it takes into account the calculation of the position of each particle as a function of duty cycle and the global maximum power. The remainder of this document is outlined as follows: Section 2 highlights the PV system configuration and its characteristics under PSC. Section 3 describes the process of extraction of the GMPP with an improved PSO approach. Section 4 highlights the results and an explanation of how the enhanced algorithm performed, and Section 5 concludes the work.

2 PV system characteristics under PSC
2.1 PV system configuration
Fig. 1 shows the schematic diagram of five PV modules connected in series under various types of partial shading. The solar PV panel used for this configuration is a Voltcom Solar Tarka 60 [29]. Each PV panel generates a maximum voltage of 31.2 Volts and a maximum current of 8.7 Amps. The series connection of our system allows us to produce a power of 1357 Watts. This power supplies a load through a boost converter. The varied signals produced by the voltage and current are utilized by the MPPT algorithms to drive the boost converter in order to get the most power out of the solar system. At a constant temperature of 25 °C
and during each second, the PSC are obtained by applying a various irradiance profile to each PV panel.

2.2 Solar cell modeling

The basic element of a PV generator is the solar cells, and its mathematical model is established by first finding its equivalent electrical circuit. Several models are published in the literature and tested under different conditions such as: the ideal model, the one-diode model, the two-diode model, the three-diode model and can be generated by the multi-dimensional diodes [1, 12, 18]. These models differ between them by the implementation procedure, the modeling and the number of parameters involved in the calculation of its power. They can also differ from the number of parameters in the electrical models. These models were developed to represent the highly nonlinear behavior of the semiconductor junction under variable solar radiation and temperature. It is then able to simulate PV behavior under hard climates such as arid or semi-arid conditions. A solar cell is an electronic circuit which, when illuminated by photons, generates electricity by PV effect. Fig. 2 depicts the corresponding single diode model of a solar cell.

Applying Kirchhoff’s principles to the electric circuit of Fig. 2 yields Eq. (1) [12, 18], which describes the current generated by the solar cell:

\[
I = I_{ph} - I_s \left[ \exp \left( \frac{V + R I}{nN_a V_t} \right) - 1 \right] - \frac{V + R I}{R_p},
\]

(1)

where \( I \) (in Amps) and \( V \) (in Volts) indicate respectively the current at the output of the PV cell and the output voltage across it. \( I_{ph} \) and \( I_s \) are denoted the photo-generated current and the inverse saturation current of the diode respectively (in Amps). \( T \) is the temperature of the cell (in °C), \( n \) is the ideality factor of the diode.

The value of the thermal voltage is given by Eq. (2):

\[
V_t = \frac{kT}{q},
\]

(2)

where \( k \) and \( q \) (in Coulomb) indicate the Boltzmann constant and elementary charge or charge of the electron respectively.

The relationship given below defines the photo-generated current:

\[
I_{ph} = \frac{G}{G_{ref}} \left[ I_{sc} + K_i (T - T_{ref}) \right],
\]

(3)

where \( I_{sc} \) (in Amps) is the short-circuit current of the solar cell under standard test conditions (STC), which are: 25 °C and 1000 W/m². \( T \) and \( T_{ref} \) referred to as the actual and the reference temperatures respectively (in °C). \( K_i \) is the current coefficient (in %/°C). \( G \) is the radiation on the PV surface and \( G_{ref} \) is the nominal radiation (generally \( G_{ref} = 1000 \) W/m²).

The diode’s inverse saturation current is defined as:

\[
I_s = \frac{I_{sc} + K_t (T - T_{ref})}{\exp \left[ \frac{V_{oc} + K_v (T - T_{ref})}{nN_a V_t} \right] - 1},
\]

(4)

where \( V_{oc} \) (in Volts) and \( K_v \) (in %/°C) denote the open circuit voltage of the cell under reference case and the voltage coefficient respectively.

In this paper, the parameters values of the Voltec Solar Tarka 60 PV panel under the standard test condition are recapitulated in Table 1.

2.3 Characteristic of the partial shading system

In order for the high-power output required in some PV power generation systems to be achieved. Several PV modules must be linked in a string configuration (parallel, series, series-parallel etc.). In this configuration, not all PV panels are subject to the same atmospheric conditions (temperature and irradiance): this is called a PSC. When a PV panel receives less irradiance than the others, it absorbs the power produced by another and dissipates...
heat; hence the sharp decrease in power obtained by all shaded PV modules. Under these conditions, we can observe on the trace of the power-voltage (P-V) features many points: several local maximum power points (LMPP) and one GMPP (see Fig. 3). Moreover, this operating point organizes its position according to the variations of the atmospheric conditions (sunlight and temperature).

The characteristic curves of power versus voltage for the studied PV system for uniform irradiance and three shading models (SM) is indicated in Fig. 3. The PV system studied is obtained by combining five PV panels in series. The PSC patterns are respectively 950 W/m², 850 W/m², 400 W/m², 700 W/m² and 1000 W/m² for case 1; 1000 W/m², 800 W/m², 600 W/m², 400 W/m² and 200 W/m² for case 2; 900 W/m², 700 W/m², 500 W/m², 300 W/m² and 100 W/m² for case 3.

2.4 Selecting Boost converter parameters

Fig. 4 depicts the corresponding circuit of the DC–DC boost converter. There are two modes of operation for the boost converter. First, the diode is blocked, and the switch $T_s$ is unlocked ($0 < t < dT$), at which point the current $I_m$ in the boosting inductance grows linearly. The energy held in the inductor is evacuated to the output circuit through the diode when the switch $T_s$ is secondarily locked ($dT < t < T$) [1, 18]. This results in the formula shown below, where $V_{pv}$ and $V_{bus}$ stand for the input and output voltages of a boost converter, respectively:

$$V_{pv} = \frac{1}{1 - \alpha} V_{bus}. \tag{5}$$

Equations (6) to (8) describe receptively the estimated inductor ($\Delta L_s$), the inductance ($L$ in Henry) and the capacitor ($C$ in Farad) of the DC–DC boost converter:

$$\Delta L_s = \frac{V_{pv} \alpha}{f_s L}, \tag{6}$$

$$L = \frac{V_{pv} (V_{bus} - V_{pv})}{\Delta V_{bus}}, \tag{7}$$

$$C = \frac{I_m \alpha}{f_s \Delta V_{pv}}, \tag{8}$$

where $I_{bus}$ (in Amps) and $f_s$ (in Hz) denote the output current and the switch frequency respectively, $\Delta V_{bus}$ is the predicted output ripple voltage and $V_{pv_{min}}$ is the minimum input voltage [1, 29].

In this study, the specifications values of the boost converter characteristics from Eq. (6), Eq. (7) and Eq. (8) are provided in Table 2.

3 Extraction of GMPP

Generally, an MPPT algorithm should be able to extract more power from a solar panel than the conventional power

### Table 1 The voltec solar tarka 60 PV panel specifications at STC [29]

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Symbols</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum power (W)</td>
<td>270</td>
<td>$P_{mpp}$</td>
</tr>
<tr>
<td>Maximum voltage (V)</td>
<td>31.2</td>
<td>$V_{mpp}$</td>
</tr>
<tr>
<td>Maximum current (A)</td>
<td>8.7</td>
<td>$I_{mpp}$</td>
</tr>
<tr>
<td>Open-circuit voltage (V)</td>
<td>38.3</td>
<td>$V_{oc}$</td>
</tr>
<tr>
<td>Short-circuit current (A)</td>
<td>9.3</td>
<td>$I_{sc}$</td>
</tr>
<tr>
<td>Temperature coefficient of $V_{oc}$ (%/°C)</td>
<td>-0.332</td>
<td>$k_{oc}$</td>
</tr>
<tr>
<td>Temperature coefficient of $I_{sc}$ (%/°C)</td>
<td>0.052</td>
<td>$k_{sc}$</td>
</tr>
<tr>
<td>Number of parallel cell</td>
<td>1</td>
<td>$N_p$</td>
</tr>
<tr>
<td>Number of series cells</td>
<td>72</td>
<td>$N_s$</td>
</tr>
</tbody>
</table>

### Table 2 Electrical specifications of the boost converter

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
<th>Symbols</th>
</tr>
</thead>
<tbody>
<tr>
<td>Switching frequency (KHz)</td>
<td>10</td>
<td>$f$</td>
</tr>
<tr>
<td>Input filter capacitor (µF)</td>
<td>34.856</td>
<td>$C_{in}$</td>
</tr>
<tr>
<td>Boost inductor (µH)</td>
<td>906.697</td>
<td>$L$</td>
</tr>
<tr>
<td>Output filter capacitor (µF)</td>
<td>216.576</td>
<td>$C_{out}$</td>
</tr>
</tbody>
</table>
converter. This is because MPPT algorithms can adjust the operating voltage and current of the panel to maximize the power output from the panel. In this heading, a proposed PSO method is presented. Then, its accuracy and performance are analyzed and accessed with conventional P&O and traditional PSO methods in Section 3.1.

3.1 Conventional P&O algorithm

The P&O technique is based on comparing the output power of a PV module with its prior disturbance cycle and periodically perturbing the voltage at the module's output [9–11]. The P&O MPPT command's flowchart is shown in Fig. 5 [9–11]. Two sensors are required to detect the current and voltage values in order to calculate the power at each instant. If the power diminishes for a voltage disturbance, the disturbance preserves its direction. If not, the equation is turned around such that the operational point moves closer to the MPP.

3.2 Conventional PSO

The social behavior of swarming animals such as flocks of birds was inspired by Kennedy and Eberhart in 1995 [15], thus allowing them to propose the technique called: PSO. The PSO is a meta-heuristic approach based on a population of simple agents, called particles [17]. Each particle, which has a starting location of \( x_i \) at time \( k \) and a velocity of \( v_i \), cooperates and is regarded as a solution to the issue. Every particle also has a memory and can recall the best performance of both its position (\( p_{ibest} \)) and that of other particles (\( g_{best} \)). The displacement strategy of a particle in the PSO is illustrated in Fig. 6.

The PSO technique is mostly influenced by three factors: inertia, cognitive and social. In the inertia component, the particle tends to follow its current direction of travel. The cognitive component allows the particle to tend toward the best location. The particle moves and relies on the experience of its fellow particles and moves towards the best position already reached by the other particles thanks to the social component. The basic expression for the velocity of a particle is given by Eq. (9) [15–17, 28]:

\[
v_i(k + 1) = w v_i(k) + c_r [p_{ibest} - x_i(k)] + c_c [g_{best} - x_i(k)],
\]

where \( w \) is the coefficient of inertia, \( c \) and \( r \) represent the acceleration coefficient and normalized random numbers in the interval \([0, 1]\) respectively. Hence, the position update of a particle is given by Eq. (10):

\[
x_i(k + 1) = x_i(k) + v_i(k + 1).
\]

3.3 Improved PSO technique

The improved PSO technique in this work is based on an objective function for extracting the global maximum power in PV systems. This function consists of comparing the previous power value with the new value. The flowchart of the improved PSO is illustrated in Fig. 7. According to Fig. 7, the proposed PSO must satisfy Eq. (11):

\[
D = f_{psol}(V, I),
\]

where \( V \) (in Volts) and \( I \) (in Amps) stand for the PV panel's voltage and current, respectively.

The steps of our flowchart are as follows: First of all, the initialization of the PSO specifications which are illustrated in Table 3. Secondly the particles are initialized by assigning the value zero to the components and new power vectors of the PV system through Eqs. (12) and (13):

\[
P_{pv_i} = zero(1, swarms),
\]

\[
P_{pv_i} = zero(1, swarms).
\]
The positions of the particles \( D_i \) are initialized by assigning them random values between 0 and 1 and to the components of position vectors which are those of the duty cycles as follows in Eq. (14):

\[
D_i = w \times r(1, \text{swarms}). \tag{14}
\]

The random initialization of the velocity is given by Eq. (15):

\[
v_i = w \times r(1, \text{swarms}) \times \left[(V_{\text{max}} - V_i) + V_{\text{min}}\right]. \tag{15}
\]

The objective function in this approach is calculated according to Eq. (16):

\[
P_{\text{pv}_i} = P_{\text{pv}_i}. \tag{16}
\]

For a specific iteration and for each position, \( P_{\text{pv}_i} \) (in Watts) is calculated from the values of \( D_i \) and the new GMPP is determined. We therefore define the best local duty cycle. Then, we check the new GMPP against the preceding GMPP in terms to Eq. (17):

\[
\text{GMPP}_n = \text{GMPP}_{n-1}. \tag{17}
\]

The first stopping criterion to be satisfied is based on Eq. (17). If \( \text{GMPP}_d \) is the same as \( \text{GMPP}_o \), then the run point has achieved GMPP and the corresponding duty cycle \( (D) \) is the equivalent of the best global duty cycle \( (\text{Global g}_{\text{best}}) \). In order for the PSO algorithm to stop, the second condition is to reach the number of iterations without satisfying Eq. (17).

4 Results and discussion

The various components of Fig. 1 have been constructed and simulated using MATLAB/Simulink software \([30]\) in order to assess the efficacy of the proposed PSO based MPPT approach. In Sections 4.1 and 4.2, we will respectively present the variations of the PSC used for each PV array. We will also present a detailed analysis of different MPPT algorithms based on simulation results.

4.1 PSC variation

PSC can vary depending on the time of day, the season, the location of the solar panel, the presence of nearby trees or animals, buildings, and other obstructions. In order to maximize solar energy gain, the solar panel should be positioned in an area that receives direct sunlight for the majority of the day and is not subject to significant shading.

In this paper, the irradiance values of the five series-linked PV modules were found to be different, as given in Fig. 8. Partial shadowing conditions are achieved by pumping
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multiple irradiance profiles into each PV module at a fixed temperature of 25 °C that change every one second.

The performance of a PV plant under different PSC can vary significantly. Different PSCs can affect the amount of energy produced, the efficiency of the system, and the reliability of the system. In this work, the four scenarios and the four models of PSC (SM1, SM2, SM3 and SM4) are indicated in Table 4. Each model is assigned to each PV module to analyze the behavior of the MPPT algorithms. For SM1, the irradiance on all PV modules is uniform; consequently, only one MPP peak appears on the current-voltage characteristic curve as shown in Fig. 3. For SM2, SM3 and SM4, there are respectively 4, 5 and 5 peaks. In addition, the values of current, voltage and power at the GMPPT for each model are shown.

4.2 Performance of MPPT algorithms

The performance of a MPPT technique under PSC can be evaluated in terms of its ability to accurately track the MPP of a PV system. The MPPT technique should be able to accurately track the MPP of the PV system even under PSC, which can significantly reduce the overall efficiency of the system. MPPT performance under PSC can be evaluated in terms of the following parameters:

1. Tracking accuracy: This parameter measures the accuracy of the MPPT technique in tracking the MPP of the PV system under PSC. This is usually stated as a percentage of the total power provided by the PV system that is tracked by the MPPT technique.
2. MPPT speed: This parameter measures the speed at which the MPPT technique is able to track the MPP of the PV system under PSC. This is usually expressed as the time taken for the MPPT technique to adjust its tracking parameters to the new MPP.
3. Stability: This parameter measures the stability of the MPPT technique in tracking the MPP of the PV system under PSC.

To verify the ability of the proposed PSO-based MPPT approaches to track the GMPP, the PV system was emulated with various PSCs (SM2, SM4, and SM4) in addition to the standard test condition (SM1). The electrical current and voltage curves provided by the PV system for the different optimization methods are presented in Fig. 9. In Fig. 9, we can see that the current and voltage at the PV output with the proposed PSO method are much more stable than those of the traditional P&O and conventional PSO, with ripple rates of 0.2 A and 0.2 V against 0.2 A and 0.2 V, and 5 A and 10 A respectively for those of the traditional P&O and conventional PSO: which proves the efficiency of the proposed PSO method.

The characteristic curves of the output power of the studied system with traditional P&O, conventional PSO and improved PSO algorithms are illustrated in Fig. 10(a).

<table>
<thead>
<tr>
<th>Model</th>
<th>Time (s)</th>
<th>Partial shading scenario</th>
<th>$I_{mp}$ (I)</th>
<th>$V_{mp}$ (V)</th>
<th>$P_{mp}$ (W)</th>
</tr>
</thead>
<tbody>
<tr>
<td>SM1</td>
<td>[0, 1]</td>
<td>[1000, 1000, 1000, 1000, 1000]</td>
<td>8.7</td>
<td>156</td>
<td>1357</td>
</tr>
<tr>
<td>SM2</td>
<td>[1, 2]</td>
<td>[950, 850, 400, 700, 1000]</td>
<td>6.5</td>
<td>133</td>
<td>830</td>
</tr>
<tr>
<td>SM3</td>
<td>[2, 3]</td>
<td>[1000, 800, 600, 400, 200]</td>
<td>5.5</td>
<td>99</td>
<td>530</td>
</tr>
<tr>
<td>SM4</td>
<td>[3, 4]</td>
<td>[900, 700, 500, 300, 100]</td>
<td>4.5</td>
<td>99</td>
<td>440</td>
</tr>
</tbody>
</table>
After simulation under the conditions given in Section 4.1, it is clearly observed in Fig. 10(b) that the speed and stability of the PV power output of the suggested MPPT method is superior to those of the traditional methods. In addition, the output power peaks are suppressed hence the particle search sequence is optimized and consequently the power fluctuation is effectively reduced.

On one hand, from Fig. 10 and Table 5, the traditional P&O technique has low static settings, and its associated dynamic response is specialized in large fluctuations that disrupt the proper functioning of the PV system. On the other hand, the proposed PSO algorithm is able to track the GMPP correctly and dynamic performance is better than that of traditional P&O and conventional PSO in terms of stability efficiency and GMPP tracking when PSC occur.

The Traditional P&O, conventional PSO, and Enhanced PSO MPPT techniques performance analyses are indicated in Table 5. This table highlights that the proposed approach is more suitable when the irradiance is important (SM1). Indeed, it offers the best maximum power, response time, efficiency, and ripple rate of the power. In addition, it should be noted that the response time is really very large and higher than for the conventional method for low Global Power extracted.

In Table 6, a summary of the performance parameters of the proposed PSO have been compared with the existing literature [15, 16, 18, 20, 22, 27, 28, 31–34]. The proposed PSO algorithm has been shown to outperform existing literature in terms of global performance, with a notable reduction in the number of iterations required to reach a solution. In particular, the PSO algorithm has been shown to converge faster than other EA such as GAs and ant colony optimization. Additionally, the PSO algorithm has been shown to be more accurate than other algorithms at finding the global optimum, while also requiring fewer evaluations of the objective function. Finally, the PSO algorithm has

| SM1  | 1357 | Traditional P&O | 1150 | 0.05 | 84.47 | 1 |
|      |      | Conventional PSO | 1262 | 1     | 92.99 | 10 |
|      |      | Improved PSO    | 1352 | 0.2   | 99.63 | 0.2 |
| SM2  | 830  | Conventional PSO | 820  | 0.5   | 98.79 | 5 |
|      |      | Improved PSO    | 825  | 0.2   | 99.30 | 0.2 |
| SM3  | 530  | Conventional PSO | 520  | 0.5   | 98.11 | 5 |
|      |      | Improved PSO    | 525  | 0.2   | 99.05 | 0.2 |
| SM4  | 440  | Conventional PSO | 425  | 0.5   | 96.93 | 5 |
|      |      | Improved PSO    | 430  | 0.2   | 96.84 | 0.2 |

| Present study | 1357 | 1352 | 0.2 | 99.63 | 0.2 |
| [31]  | 38.08 | 38.04 | 7.90 | 99.89 | 0.03 |
| [15]  | 150 | 113.9 | 0.26 | 99.82 | 0.03 |
| [22]  | 1319 | 1317.5 | 0.24 | 998 | Not available (Na) |
| [16]  | 175000 | 165800 | 3.3 | 99 | 0.02 |
| [32]  | 97.7 | 92.4 | 0.1 | 94.57 | 0.7 |
| [18]  | 90.2943 | 90.2913 | 0.2 | 99.99 | 0.5 |
| [20]  | 98.85 | 98.7 | 0.15 | 99.8 | Na |
| [33]  | 600 | 555 | 0.6 | 92.5 | Na |
| [34]  | 10000 | 95460 | 0.4 | 94.99 | 0.05 |
| [28]  | 1885 | 1619 | 0.3 | 98 | 0.3 |
| [27]  | 100000 | 100300 | 0.0495 | 98.78 | 0.01 |
been demonstrated to produce better results than other algorithms in both low and high dimensional problems, allowing for a more efficient optimization of complex problems.

5 Conclusion

In this study, an improved PSO method for MPPT of a solar PV system under PSC has been developed. On the flip side, the suggested PSO performances have been compared with that of conventional P&O and PSO approaches. As the results, the proposed approach shows an interesting global power extracted of 1352 W versus 1150 W and 1262.5 W for the traditional P&O and the PSO respectively. Furthermore, the suggested PSO technique increased the efficiency by 99.63%, which is an increase of 3% compared to the conventional PSO method. Finally, a better stability of the electric power is obtained in the presence of partial shading. The suggested method is therefore very suitable in a context where there is likely to be shading and where there are not very strong fluctuations in temperature. This stability is more pronounced for large values of irradiance.
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