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Abstract

Nowadays there is a more and more common need for one-off data collection in a specified area. For example, in case of searching for 

the survivors of disasters or wars, or for skiers who get into trouble. The simplest way of collecting such data is using wireless sensor 

network (WSN). However, data transmission within the network uses great amount of energy that may significantly reduce the lifetime 

and operation time of the battery-operated sensors. For this reason, the data transfer between the given sensor nodes is carried out 

by robots. In order to minimize the latency of data collection, it is possible to use cooperating robots. It frequently occurs that one of 

the nodes requires more urgent visit than the other ones, for example, the serious injuries require urgent medical attendance. The 

sensor nodes can also be moved to collect more usable data in a larger field. To solve this, path planning for data collection from 

priority and moving nodes are also presented here. The algorithm developed here to perform the one-off data collection operates so 

that the agents start from preliminary determined or random points and then visit all the sensor nodes, download the data from these 

nodes and after this arrive at a designated point where they upload the collected information. The goal here is the minimization of cost 

that include not only the walk-through time but also the consequences of the late visit of the higher priority nodes. The optimization 

is solved using the ant colony optimization.
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1 Introduction
Nowadays, there is a more and more common need for 
data collection in a specified area. The simplest way for 
such data collection is using wireless sensor networks 
(WSN)  [1,  2]. In most applications, a WSN consists of 
two parts: one data collection unit (also known as a sink 
or base station) and a large number of tiny sensor nodes. 
Typically, both sensor nodes and sink remain static after 
deployment. Sensor nodes, which are equipped with var-
ious sensor units, are capable of sensing the physical 
world and providing data to the sink through single-hop 
or multi-hope routing [3]. Sensors are usually powered by 
batteries, which cannot be replaced in some applications, 
e.g., battlefield surveillance [4]. Since the data loss rate is 
increasing with the distance and each data transmission 
rate is associated with an energy consumption rate, which 
is modeled as a non-decreasing staircase function of the 
distance  [5], the remote data sending uses much more 
energy and this in turn deteriorates network lifetime. 

For  these reasons, the data transmission is executed by 
data collection robots [6, 7]. There have been many appli-
cations of this technology in literature in recent years. For 
example, it is reviewed a range of techniques related to 
mobile robots in WSNs [8]. It is considered deploying a 
flying robotic network to monitor mobile targets in an area 
of interest for a specific time period using WSNs [9]. It is 
investigated the usage of a mobile sink, which is attached 
to a bus, to collect data in WSNs with non-uniform node 
distribution [10]. It is raised and solved a problem of via-
ble path planning for data collecting unicycle robots in 
a sensing field with obstacles [11]. The robots must visit 
all sensing nodes and then return to the base station and 
upload the collected data. However, the robots have lim-
ited velocity and this way the data delay is significantly 
increasing. Since transmitting over a short distance is 
more reliable than long distance, using robots improves 
the data collection rate. In addition, in terms of security, 
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sending mobile sinks to collect data is more secure than 
transmitting via multi-hop communication [4]. This may 
be important in some military applications as well.

Viable path planning for data collection by unicycle 
robots in a sensing field with obstacles problem raised and 
solved  [11]. The robots must visit all sensing nodes and 
then return to the base station and upload the collected 
data. Path planning for the robots is a crucial problem 
since the created paths directly relate to the delivery delay 
and energy consumption of the system. In a sensing field, 
there are obstacles, that the robots must not collide with. 
For successful path planning, it is necessary to determine 
the criteria for an adequate path. By definition, a viable 
path is smooth, collision-free with sensor nodes/base sta-
tion and obstacles, closed, and provides enough contact 
time with all the sensor nodes [11]. The data collection is 
carried out by unicycle Dubins-car [12], which can only 
move with constant velocity and bounded angular veloc-
ity, so it can move only on straight lines and turn with 
bounded turning radius. Because of the kinematic prop-
erties of the robots, the path must be smooth. A safety 
boundary is determined around obstacles and nodes for 
the sake of collision-free path. All nodes are bounded 
with a visiting circle with the minimum turning radius of 
the unicycle robot. The minimum turning radius is deter-
mined according to the speed of the robot and its max-
imum angular velocity. Moreover, all obstacles convex 
hull is bounded with a safety margin, since in the case 
of the shortest path the robot should move on the bound-
ary of the convex hull. The path must be closed because 
of the periodic data collection. The robot downloads data 
only when it moves around the visiting circle, so it makes 
round trips around the node as long as it collects all the 
data from the sensor node. During path planning, it is 
assumed that the location of all nodes and obstacles, as 
well as the shapes of the obstacles are known. Between 
two objects – safety convex hull of nodes and obstacles – 
there are always defined four tangents, but any tangents 
that intersect other obstacle is removed. So, when the 
robot arrives to a node on a tangent it starts downloading 
data, and during it makes round trips as long as it collects 
all the data from the node and then it leaves the node on a 
tangent. So, a path consists of an adequate configuration 
of tangents and arcs around objects at the safety distance.

It frequently occurs that one of the nodes requires 
more urgent visit than the other ones, for example the 
serious injuries require urgent medical attendance. Path 
planning with priority nodes is solved in many different 

ways  [13,  14]. These articles are focused to visiting pri-
ority nodes first and reducing the planned path length is a 
secondary objective. One-off data collection is solved for 
multiagent system with omnidirectional robots [15], where 
the high priority nodes visiting time and the full data col-
lection time is determined and balanced.

In this paper we raise and solve the problem of path 
planning between periodically moving and priority nodes 
to one-off data collection for a multiagent system consist-
ing of Dubins-cars in a sensing field with obstacles. In this 
paper, the created algorithm balances between path plan-
ning and priority nodes. Because of the use of dynamic 
nodes, the sensor nodes can collect data from a larger area. 

This paper, is organized in the following way: Section 2 
describes the specified problem and introduces the tools of 
the solution. In Section 3, the created algorithm for path 
planning is summarized and the main steps are presented 
with an example. In Section 4, different measurements to 
analyze the simulation results are presented. Section  5 
describes the simulation results for different sensing fields 
applying different numbers of agents.

2 Problem statement
During the path planning for data collection Dubins car, 
the goal is to collect all the data from the sensor nodes. 
In the sensing field, there are n' = n + nstart + nend nodes, n 
sensor nodes, nstart start nodes and nend end nodes. The sen-
sor nodes have priority, and these are moving periodically 
over their data collection circles. In addition to reducing 
the data collection time, the goal is to visit the high pri-
ority nodes as soon as possible. For path planning, we use 
k agents, which visit all sensor nodes together. Each robot 
starts on one of the start nodes and ends on one of the 
end nodes. All sensor nodes store gi, i ∈ [1, n] data. In the 
sensing field, there are also m obstacles, the robots must 
not collide with them. The data collection path of dynamic 
nodes and their priority or the location of all obstacles are 
known. During the data collection all the robots together 
download the data from all sensor nodes and upload all the 
collected data to the proper end node. Definition 1 define 
k-viable sub-paths between priority and moving nodes.

2.1 Definition 1 k-viable sub-paths between moving and 
priority nodes
A path P is k-viable sub-paths between moving and prior-
ity nodes if the following 6 conditions are satisfied: 

1.	 smooth, 
2.	collision-free of obstacles, 
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3.	 offers enough contact time to read/write all the data 
from/to sensor/end nodes; 

4.	 all Pl, l ∈ [1, k] sub-path starts Startl, and ends at one 
of the End nodes; 

5.	 each node is visited by only one viable sub-path; 
6.	 the cost(P) is minimized that consists of the data col-

lection time and the priority cost.

For data collection a multi-agent system with k Dubins 
cars [12] are used. The Dubins car is a unicycle robot with 
X = (x, y, θ) configuration, where (x, y) ∈ ℝ2 and θ head-
ing. The robot can move only with constant v velocity and 
bounded angular velocity







x t v t
y t v t
u t u uM M

� � � � �
� � � � �
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where uM denotes the maximum angular velocity. Since 
the Dubins car can move only with constant velocity and 
bounded angular velocity, the robot cannot turn with a 
zero turning radius. The minimal turning radius depends 
on the robot velocity and the maximal angular velocity

R v
uM

min = 	 (2)

Because of the restraints in the possible movement of 
the Dubins car, it can only move on straight lines and 
turn with bounded turning radius, also, the planned path 
must be smooth. To accomplish the smooth path criteria, 
Definition 2 must be applied. During the data collection, 
the robot moves around the safety convex hull of obsta-
cles or the data collection circles of nodes and the tan-
gents between them. These arcs and tangents are included 
to the Tangents Graph as edges, and their tangent points 
as nodes. Since the Dubins car cannot switch its mov-
ing direction immediately, the planned path must satisfy 
the heading constraint present in Definition  3, as well. 
The Dubins car's minimal turning radius is Rmin = v/uM, 
so the robot can turn only R radius that satisfied R ≥ Rmin.

2.2 Definition 2 Safety convex hull of obstacles
Any ∂oj, j ∈ [1, m] is a smooth curve with the curvature 

c(p) at any point p satisfying c p
R

� � � 1

min

 and the 

minimum distance of the obstacle and the safety convex 
hull of obstacles is dsafe.

2.3 Definition 3 Heading constraint
The heading constraint refers to the fact, that the robot's 
heading θ at the beginning of an edge in a Tangents Graph 
should be equal to that at the ending of the last edge.

The second condition of Definition 1 is satisfied when 
the path does not intersect any safety convex hull of obsta-
cles. In the third condition of Definition  1 offer enough 
contact time to data transmission. The data collection time 
depends on the stored data, the data transmission rate and 
the distance between the node and the robot. The data 
transfer time can be calculated from the following 
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, 	 (3)

where gi denotes the data on the ith sensor node, di denotes 
the distance between the robot and the ith sensor node 
during the data transmission, r(d) denotes the data trans-
mission rate, which is modeled as a non-decreasing stair-
case function of the distance [5].
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where
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. 	 (5)

The robots download and upload the data only when 
they move at the data collection circle of the nodes. During 
the data transmission, the robot and the node move at sim-
ilar velocity, so the distance between them is constant, 
and the data transmission rate is also constant  (Eq.  (4)). 
Therefore, the data transfer is safe, high quality and energy 
efficient. In Assumption 1, it is presented the assumption 
of the moving nodes.

2.4 Assumption 1 Constraints of moving nodes
Each i ∈  [1,  n'] node moves periodically on a Ci circle 
with Rmin ≤ R ≤ 2Rmin radius, which is called the data col-
lection circle, with constant v velocity and a pre-defined 
moving direction.
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The problem of determining the clusters and sub-per-
mutations of nodes can be traced back to searching for 
the shortest k-Hamiltonian path in a graph similarly 
as a Multiple Travelling Salesman Problem (M-TSP). 
The  k-Hamiltonian path is k tours in the graph, which 
contains all of the nodes exactly once. To solve this prob-
lem Ant Colony Optimization (ACO) is used. Ant Colony 
Optimization have been inspired by the behavior of real ant 
colonies, as the ants can find the shortest path between the 
food source and their anthill [16]. The ACO main idea is the 
indirect communication between the agents based on pher-
omone trails. Artificial ants prefer choosing nodes that are 
close by and connected by edges with a lot of pheromone 
trails [17]. There are many different methods and ideas to 
solve TSP with the use of Ant Colony Optimization [18].

To summarize, each 1 ∈ [1, k] robot starts at the Startl 

node and ends at the Endl points. During the data collec-
tion the agents together visit all sensor nodes and load the 
data from them. During the data transmission, the robots 
follow the sensor nodes along their data transmission 
circle and keep a constant distance, while all the data is 
loaded from them. The agents visit the high priority nodes 
as soon as possible. The planned data collection path must 
be collision free. Between two objects, the robots use the 
common tangent and around the obstacle the robot moves 
on an arc of obstacle's safety convex hull.

3 Methods
A new method is proposed for planning k-viable sub-paths 
between priority and moving nodes that fits the conditions 
of Definition 1. The main steps of the algorithms created 
are summarized in Algorithm 1. 

The first step of the method is determining the clus-
ters and the visiting sequence of nodes that is presented in 
Section 3.1. The second step of the Algorithm 1 plan path 
between dynamic sensor nodes in a dynamic sensing field 
with obstacles is summarized in Section 3.2.

3.1 Create clusters and a visiting sequence of nodes
To create clusters and a visiting sequence of nodes Ant 
Colony Optimalization is used. In this Section 3.1 the obsta-
cles are ignored during the path planning, only the cluster 

and sequence creation is achieved. The main steps of path 
planning between priority sensor nodes are outlined in 
Algorithm 2. In this method, the centers of Ci,  i ∈  [1, n'] 
data collection circles. We use the path planning algorithm 
between priority sensor nodes using ACO [15]. The key steps 
are initialization, path generalization at predefined Nc times, 
and choosing best tour from the best tours of the cycles. 

In each cycle, m ant teams build paths at the same time 
on the same pheromone trails. Each ant team consists of 
k ants, and each ant creates one sub-path that starts in 
one of the start nodes and ends in one of the end nodes. 
The  sub-paths of the same ant team together contain all 
sensor nodes. The path generalization consists of six steps. 
The first step is updating the τij pheromone trails between 
all i and j nodes, where i, j ∈ [1, n′] based on 

�� ��ij ij
ht t

h

m

�� � � �� �
�
�1 1
1

, 	 (6)

where �� ij
h t �� �1  is the pheromone update according to the 

h ant team 

�� �� ��ij
h

ij
h

ij
ht t�� � � �� � � � �1 1 � � . 	 (7)

The pheromone update consists of two parts, the phero-
mone trail evaporation and the pheromone emission of the 
ants based on the previous cycle. The parameter ρ ∈ [0, 1] 

Algorithm 1 Planning k-viable sub-paths between priority and 
moving nodes

1 Run Algorithm 2 to determine the clusters and the visiting 
sequency of nodes → Σ1, Σ2, …, Σk sub-permutations of nodes

2 Run Algorithms 3 for all Σ1, Σ2, …, Σk sub-permutations of 
nodes → P1, P2, …, Pk sub-paths

Algorithm 2 Path planning between priority sensor nodes using ACO

1. Initialize dij, ηij, τij, determine candidate lists and priority filter 
Pi

F (Eq. (12))

2. Update the pheromone trails according to the Eqs. (6), (7).

3. Place each l ∈ [1, k] ants at Startl node.

4. for every l ∈ [1, k] ant of h ∈ [1, m] ant team repeat:

If the tour of l ant is finished, then jump to the next 
iteration.

If the tour of l ant contains any sensor nodes then 
 i

h t
i
h t� � � �� �  End

If all s, s ∈ [1, k] \ l are finished their tour then 
 i

h t
i
h t� � � ��   End

4.1 Calculate ph
ij from the actual city i to every city j (Eq. (13))

4.2 Select next node about q0 random number or ph
ij 

probabilities and  i
h  (Eq. (14)).

4.3 Update tabu list.

5. Repeat step 4 until all cities are chosen.

6. Determine the cost of the planned paths of ant teams 
(Eqs. (10), (11)).

7. Save the best – minimal cost – tour of the cycle.

8. Calculate Δτh
ij from Eq. (8)

9. Repeat step 2–8 Nc times.

10. Choose the minimal cost tour from the best tours of the cycles.
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denotes the value of the pheromone trail's evaporation. It can 
be used to avoid the uncontrolled growth of the pheromone 
trails left by the ants and it allows the algorithm to forget pre-
vious suboptimal routes. The ��� ij

h  denotes the pheromone 
emission of h ∈ [1, m] ant team in the previous cycle
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where Q1 and Q2 are predefined constants and ��� ij
gb  denote 

the global pheromone update based on the best tour that is 
the smallest cost tour 

��� ij
gb Q

J
� best

best

, 	 (9)

where Qbest is a predefined constant and Jbest the cost of the 
best tour of the cycle. The best tour means the minimal 
cost tour of the cycle. The pheromone update needs to be 
done for all used edges of each built sub-tour of the cycle. 
The pheromone emission consists of two parts for each ant 
team: the Jh cost of the ant team in Eqs. (10), (11) and the 
Ds

h ( j) priority cost to the jth nodes of the s ant's tour in h 
ant team with Σs

h permutation of nodes:
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where Ls
h is the time of the data collection of the sth ant of 

the hth ant team converted to path length. Ls
h consist of the 

moving time between the nodes and the data collection 
times according to Eq. (3). Ds

h(i) is the priority cost to ith 
nodes in Σs

h permutation of nodes that is the planned sub-
tour of s ant of h ant team. This depends on the required 
time to visit the ith node and the priority filter P

i i
F

s
h� � ��

 
(Eq. (8)) of ith node in Σs

h.
The cost of the h ant team is the maximum cost of the 

s ants of h team 

J Jh

s s
h= max . 	 (11)

The priority filter is determined by the priority of nodes. 
The most important nodes have priority 1. The priority fil-
ter assigns the largest value to the most important nodes 
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The second step of path creation method is initialization, 
which consists of emptying the tabu list and placing the k 
ants at the start nodes. The next step is to build the m paths, 
consisting of s sub-paths from node to node. The sub-paths 
are built in parallel to ensure that the more important nodes 
are visited earlier. At each step, ant s chooses the next place 
using the probability function depending on the pheromone 
trails, the distance from the other nodes and the priority fil-
ter. The probability that ant s, currently placed at node i, 
chooses to go to node j at the tth iteration is 

p Pij
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where ηij = 1/dij is an a priori available value that depends on 
dij which is the distance between the center of the data col-
lection circle of node i and j. The α and β are two parame-
ters that determine the relative influence of the pheromone 
trail and the heuristic a priori information.  i

h  denotes 
the set that is the feasible neighborhood of ant placed at 
node i in ant team h, that is, the set of nodes which ant 
team h has not visited. For better convergence, it can be 
used as a candidate list that contains the kcandidate closest 
nodes for each node. The start nodes also have a candidate 
list, but the candidate list of sensor nodes does not contain 
the start nodes. The end nodes do not have a candidate list, 
but the candidate list contains the end nodes. The effect of 
candidate list takes place inside the set  i

h . The  i
h (t)

 
set contains the nodes that are not in a tabu list, and  i

h
(c)

 
set contains the nodes in the candidate list from node i. 
The set  i

h  can be determined by the form 
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thus if there are unselected nodes in the candidate list, the 
 i

h  is determined based on the candidate list and the tabu 
list otherwise, it is solely based on the tabu list. 

A random factor is used to find the global optimum [17]. 
A 0  <  q0  <  1 constant number is determined and before 
choosing the next node, a number q is generated randomly. 
If q0 < q the next node from set  i

h  is chosen randomly, or 
else the next node is determined according to the probabil-
ity of Eq. (13). After this, choose the next node and add it to 
the tabu list. In the next, step determine the cost of the ant 
teams and then choose and save the best tour. The final step 
of the path creation is to calculate the Δτh

ij based on Eq. (8).
Finally, the best tour is chosen with the smallest cost 

from the best tours of cycle.
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3.2 Path planning between dynamic sensor nodes
The second step of Algorithm 1 is determining a viable 
path for Dubins car from the created sub-permutations. 
For this, we create a new method, outlined as Algorithm 3. 
The Algorithm  3 is running for each sub-permutation 
independently of each other.

The first step of Algorithm 3 is determining the direc-
tion of correct eij tangents between the data collection cir-
cles of all neighborhoods i and j nodes in Σ permutation. 
The second step is determining all possible Σij permutations 
of blocking obstacles for all eij direction correct tangents. 
The third step is creating Tij tree-like graphs between all 
neighborhood i and j nodes in Σ permutation that satisfy 
the heading constraint according to Definition  3. The Tij 
tree-like graphs represent the eij tangents and their blocking 
obstacles. The main steps in creating a tree-like graph are 
summarized in Algorithm 4. The next step in Algorithm 3 
is to find all possible Pij paths in the Tij tree-like graphs and 
calculate their lengths. If the tangents between the data col-
lection circle of nodes i and j do not block obstacles the Tij 
tree-like graphs contain just the tangent point of the direc-
tion correct tangent as nodes and the edge that represents 
the tangent. The determined path length does not contain 
the time of data transmissions, only the path length between 
the data collection circles. The data transmission length can 
be determined only when the time to arrive to the data col-
lection circle is known, and this way the distance between 
the robot and the node are known. So, the last step is to find 
the shortest path in a dynamically changing graph. 

The final step of Algorithm 3 is to find the shortest path 
in a dynamic graph based on Ant Colony Optimalization. 
The main step of this is summarized in Algorithm  5. 
The  first step of Algorithm  5 is determining the dij dis-
tance vector of all possible Pij of all i and j neighborhood 
nodes of Σ and initializing the ηij = 1/dij reciprocity dis-
tance vector and τij pheromone vector variables. Next, 
begin the path planning iteration Nc times. The first step 
is generating a q random number, that is greater than the 
q0 constant, then the next nodes are generated randomly 
from the Pij paths. Otherwise, first the τij is normalized for 
better convergence
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Next the Algorithm 5 determine the pij probability of 
each Pij paths
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where  i
h  contain the Pij paths. The cost function of Ant 

Colony Optimalization is the tfull data collection time of 
each sub-path. The Δτij consist of three parts: the first 
is proportional with the tij

(t) traveling time of the path 
between the i and j nodes data collection circles. The sec-
ond and the third parts are proportional with the ti

(v) and tj
(v) 

visiting time of the i and j data collection circles
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j
vt t t

� � �� � � � � �
1 1 1

. 	 (17)
Algorithm 3 Path planning between dynamic sensor nodes and 
obstacles

1. Determine the direction correct tangents between the data 
collection circles of all neighbourhood i and j nodes in Σ.

2. Determine the blocking obstacles for the tangents

3. Create tree-like graphs which represented to each tangents

4. Find all possible path in the tree-like graphs and calculate the 
path lengths

5. Find the shortest path

Algorithm 4 Create a tree-like graph between Ci and Cj data 
collection circles

Run for all neighbourhood elements for all Σij permutations

1. Add 4–4 arrival and departure tangent points for all obstacle as 
nodes to Tij the tree-like graph.

2. Add the arc length as edges along the obstacles between 
the arrival and departure tangent point pairs changed by 
Definition 3

3. Add the proper tangents as edges between the departure and 
arrival points.

Algorithm 5 Shortest path in dynamic graph with ACO

1. Initialize dij, ηij, τij.

2. Run for Nc times

2.1 Do for all i and j neighbourhood element of Σ and 
all m ants

generate q random number

if q > q0

Choose random path from Pij

else

Normalise pheronome

Calculate pij

Choose the path from Pij tours according to pij

2.2 Calculate tfull

2.3 Calculate Δτij and update pheromone

2.4 Save the best tour of the cycle

3. Choose the minimal cost tour from the best tours of the cycles
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Then the pheromone is updated

�� �� ��ij ij
n

ijt t�� � � � � �� �
1 � . 	 (18)

At each iteration the minimal cost tour is saved, and 
after the Nc iteration, the best tour with the smallest cost is 
chosen from the best tours of cycles.

The Example 1 shows an illustrative example of the 
Algorithm 3. 
Example 1: An illustrative example of Algorithm 3: 
On Fig. 1 (a) can be seen the example sensing field with 
Nstart, N1 and Nend nodes with positive, negative and pos-
itive rotating direction respectively. The permutation of 
nodes is ∑ = {CStart, C1, CEnd}. On Fig. 1 (b) can be seen the 

first step of Algorithm 3, so the direction correct tangents 
between the data collection circles of all neighborhoods i 
and j ∈ {Start, 1, End} nodes in Σ. The tangent between CStart 
and C1 data collection circle is blocked by the o1 obstacle. 
The third step of Algorithm 3 is creating a tree-like graph 
that represents the tangents. On Fig. 1 (c) can be seen the 
two possible paths between the CStart and C1 data collec-
tion circle that contain the o1 obstacle. However, there is 
only one direction proper tangent between CStart and C1 
data collection circles, that is blocked by the o1 obstacle, 
with two ways to get around: positive, denoted orange on 
Fig. 1 (c) and negative, denoted purple on Fig. 1 (c) direc-
tions also. On Fig. 1 (d) can be seen the created Tstart,1 and 
T1,end tree-like graphs representing the tangents between 
CStart and C1 data collection circles, denoted orange and 
purple, or C1 and CEnd data collection circles, denoted by 
green according to the Fig. 1 (c).
The last step of Algorithm 3 is finding the shortest path 

according to Tstart,1 and T1,end tree-like graphs and the data 
collection times. There are two different viable paths on 
Fig.  1  (c) sensing field. The first possible path full data 
collection time is: tfull

(1) =  tStart
(v,1) +  |T1(np)| +  |O1(p)| +  |T2(pn)| 

+ t1
(v,1) + |T3| + tEnd

(v,1), where |edge| denotes the length of the 
edge and ti

(v,1) denotes the visiting time of i node in the first 
path. The second possible path full data collection time is: 
tfull

(2) = tStart
(v,2) + |T1(nn)| + |O1(n)| + |T2(nn)| + t1

(v,2) + |T3| + tEnd
(v,2). 

The Algorithm  3 choose the minimal full data collection 
time path.

Remark: If there are more than one blocking obstacle, 
the number of possible paths significantly increases. That 
is the reason why we use the ACO algorithm to find the 
shortest path.

4 Measurement
We defined three different measurements to analyze the 
results. First, we investigated the data collection time of 
all nodes, this is the maximum of the tfull

l, l ∈ [1, k] data 
collection times of agents. Second, it is investigated the 
visiting time of all high priority nodes. Third, we analyzed 
the number of the nodes in each data transmission zone.

5 Simulation results
Simulations are run on a 200 m × 200 m virtual field with 
40 sensor nodes and 15 obstacles. The first ten serial num-
bers used for sensor nodes have high priority nodes, while 
others have low priority nodes. The start nodes are located 
in a predefined, randomly chosen place in a sensing field, 
while the end node is located in the lower left corner. 
Simulations are run with k agents k ∈ [2, 5].

(a)

(b)

(c)

(d)

Fig. 1 The illustrative example on Algorithm 3: (a) The sensing field with 
∑ = {CStart, C1, CEnd}; (b) First step of Algorithm 3; (c) Third and forth step 
of Algorithm 3; (d) The tree like graph between CStart and C1 or C1 and CEnd
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The robot velocity is v = 4 m/s and the maximum angu-
lar velocity is uM = 1 rad/s, therefore the minimum turning 
radius is 4 m.

Each sensor node stores gi = 0.5 MB data and all collected 
data is uploaded by the robots to the end node for further 
analysis. The base data transmission rate is r1 = 250 kB/s.

The radius of data collection circles are Rmin = 4 m ≤ R 
≤ 2Rmin = 8 m, but R is an integer, so R ∈ {4 m, 5 m, 6 m, 
7 m, 8 m}. There are 8 sensing nodes for all R set elements. 
The zones of data transmission and the data transmission 
rates (Eqs. (4), (5)) can be seen on Table 1.

The candidate list is determined by the closest 20% of 
the number of sensor nodes. The parameters of Ant Colony 
Optimalization like α, β, ρ, q0, Q, Qbest can be determined 
in many ways [15,  17–19], the classical parameters are 
used [17]: α = 1, β = 2, ρ = 0.1, q0 = 0.9, Q = Q1 = Qbest = 1. 
Q2  =  Q1/5 is determined by experience method based 
on the pheromone update balance between the whole 
and the sub-path length. The count of cycles is 2000 in 
Algorithm 2 and 50 in Algorithm 5. 

It is important to carefully choose the number of 
applied ants. If the number of ant teams are too low in 
a cycle, then the path planning will not be deterministic 
enough based on the actual pheromone values. On the con-
trary, in the case of too many ant teams, new paths will be 
overrepresented after the pheromone update compared to 
the previous cycle's pheromone values. This is caused by 
the greatly increased computational values. Also, with a 
large number of ant teams, the probability of uniform path 
creation is increased, causing some edges to continuously 
updates during pheromone update and thus distorting con-
vergence. The m count of the applied ant teams is deter-
mined based on the number of sensor nodes m = n'/2 in 
Algorithm 2 and m = n'/4 in Algorithm 5.

The data collection time of Algorithm 2 and Algorithm 3 
can be seen on Fig. 2. On Fig. 2, it can be seen that the 
data collection time of Algorithm 2 is significantly larger 
than the data collection time of Algorithm 3, because of 

the pre-defined direction around the data collection circle 
and the blocked obstacles or the decreasing data collection 
time, because of the Algorithm 2 calculate the data col-
lection time according to the base data transmission rate. 
The data collection time is decrease of number of agents.

The full and high priority node data collection time of 
Algorithm 3 can be seen on Fig. 3. It can be seen that the 
full data collection time and the data collection time of 
high priority nodes decrease with the number of agents. 
But the data collection time of high priority nodes depends 
on the location of the start nodes and the location of the 
high priority nodes. For example, with the use of k  =  4 
agents, the data collection time of the high priority nodes 
significantly decrease compared to the data collection 
time of the high priority nodes in the case of k = 3 agents, 
because of the location of Start4 node on Fig. 4 (d).

On Fig. 4, it can be seen that the planned path applies 
k ∈ [2, 5] agents. In a sensing field, the N9 sensor nodes is 
closed by the End node, which causes high data collection 
times for the high priority nodes. On Fig. 4 (a), the planned 
path for k = 2 data collection robots. The path of the first robot, 
denoted by blue, makes a long trip around the o3 obstacle 
because of the predefined direction around the data collection 

Table 1 The data transmission zones

Zone dmin [m] dmax [m] r(d) kB/s

Zone 1 0 4 25.000

Zone 2 4 6 16.667

Zone 3 6 8 12.500

Zone 4 8 10 10.000

Zone 5 10 12 8.333

Zone 6 12 14 7.143

Zone 7 14 16 6.250

Fig. 2 The data collection time of Algorithm 2 and Algorithm 3

Fig. 3 The full and high priority nodes data collection time of 
Algorithm 3
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circles and to reduce the path length around the next nodes. 
For example, around the data collection circles of N1, N21, 
N30, N11 nodes, the robot does not make an extra round trip 
and the path is not blocked by other obstacles. The second 
path denoted by red, intersects itself two times to visit the 
high priority nodes as soon as possible. On Fig. 4  (b), the 
planned path for k = 3 data collection robots. The path of 
the first robot, denoted by blue, gets around the o3 obstacle 
the shorter way. The second sub-path, denoted by red, inter-
sects themselves to visit the high priority N4 node as soon 
as possible. The third sub-path, denoted by yellow, intersects 
itself many times and the o7 and o5 blocking obstacles make 
the sub-path length longer. On Fig. 4 (c), the planned path 
applied k = 4 robots. The second sub-path, denoted red, also 
intersects itself to visit the N4 high priority nodes as soon as 
possible, and the sub-path contains sensor nodes just the left 
top corner of the sensing field, then the path blocks about o11 
and o4 obstacles. On Fig. 4 (d), the planned path with use of 
k = 5 robots. The Start5 node is close to the End node, so the 
N9 sensor nodes will be visited sooner, and this way the data 
collection time from high priority nodes will be shorter.

In Table 2 shows the number of the nodes in the differ-
ent data transmission zones. Since most of the data trans-
missions are done in the first three data transmission zones 

in all cases, if the data transmission rate is not smaller than 
the half of the base data transmission rate, the data collec-
tion task is properly solved. 

6 Conclusion
In our paper, a path planning algorithm for a multiagent 
system with Dubins-cars in a sensing field with priority 
and moving nodes has been proposed. A new algorithm 
based on Ant Colony Optimalization is developed for han-
dling periodically moving nodes. We run simulations for 
multiagent system with different numbers of robots. New 
measurements were defined to analyze the result. The full 
data collection time and the data collection time of all high 
priority nodes decrease with the number of the applied 

(a) (b)

(c) (d)

Fig. 4 The planned path with use k ∈ [2, 5] agents: (a) k = 2; (b) k = 3; (c) k = 4; (d) k = 4

Table 2 The number of the nodes of the data transmission zones

Zone/k 2 3 4 5

Zone 1 16 15 15 20

Zone 2 6 6 7 5

Zone 3 7 11 8 8

Zone 4 7 4 6 7

Zone 5 1 6 6 4

Zone 6 7 4 4 6

Zone 7 0 0 2 0
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robots. But the data collection time of all high priority 
nodes significantly depends on the location of the start and 
high priority nodes.
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