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Abstract

In the realm of high-performance motor drive systems, achieving stable and optimal motor operation is crucial, particularly 

in environments characterized by disturbances. The implementation of model predictive control (MPC) represents a strategic 

methodology. However, conventional predictive controllers frequently encounter challenges due to uncertainties regarding the 

motor's internal parameters and external load characteristics, subsequently impacting the effectiveness of the control algorithm. 

This paper proposes a new robust predictive control combined with an artificial neural network (RMPC-ANN) approach applied to 

a permanent magnet synchronous motor (PMSM) to tackle challenges posed by external perturbations and parameter variations. 

The development of the proposed robust predictive controller involves optimizing a novel finite horizon cost function based on Taylor 

series expansion, which incorporates dual integral action into the control law. Crucially, this approach eliminates the necessity for 

measuring and observing external perturbations and parameter uncertainties. Additionally, for attaining high-precision speed control, 

the speed loop regulation relies on a multi-layer feedforward ANN algorithm. A comprehensive comparison was conducted using 

MATLAB/SIMULINK, assessing performance across diverse operating conditions. To further substantiate the numerical simulation 

results, a hardware-in-the-loop (HIL) configuration is implemented on the OPAL-RT platform, demonstrating the robustness and 

efficiency of the proposed control strategy.
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1 Introduction
The permanent magnet synchronous motor has emerged 
as a standout among AC motors due to its unique attri-
butes including excellent efficacy, compact construction, 
and superior power density. As a result, in recent decades, 
the PMSM has been extensively employed across vari-
ous high-precision machinery sectors [1]. Nevertheless, 
PMSM systems pose challenges due to their inherent non-
linearity and significant coupling. These systems often 
face uncertainties in modeling arising from parameter 
fluctuations and external disturbances typical in industrial 
environments [2].

In such settings, conventional linear control techniques 
encounter difficulties in attaining optimal control perfor-
mance [3]. Hence, various advanced and effective control 
methods have been proposed, each depending on aspects 
like nonlinearity, optimization, and robustness methods, 

involving adaptive control [4], backstepping [5], sliding 
mode control [6], and intelligent approaches [7]. 

Model predictive control stands out as a highly effective 
advanced optimal control approach widely employed in 
various industrial settings [8]. Which utilizes a dynamic 
system model to anticipate future states, and then deter-
mines the forthcoming control actions by optimizing a 
predefined cost function at each sampling interval [9]. 
This method is adept at ensuring satisfactory system per-
formance due to its inherent benefits, including straight-
forward modeling and effective handling of constraints for 
manipulated and controlled variables [10].

Throughout the process of control, fluctuations in 
PMSM temperature and saturation of the stator winding 
can result in mismatches in the parameters related to the 
inductance and stator resistance. Consequently, the issue 

https://doi.org/10.3311/PPee.37217
https://doi.org/10.3311/PPee.37217
mailto:amel.kasri%40univ-bejaia.dz?subject=


Kasri and Ouari
Period. Polytech. Elec. Eng. Comp. Sci., 68(4), pp. 356–366, 2024 |357

of model parameter mismatch can arise, resulting in pre-
diction inaccuracies, which can negatively impact the sys-
tem's performance [11]. Moreover, significant variations in 
load torque are common, necessitating a robust control sys-
tem to maintain optimal response performance. As a result, 
challenges such as model parameter variations and exter-
nal load disturbances have emerged, prompting an increas-
ing number of researchers to concentrate on robust control 
techniques of MPC [12]. Various methods have been devel-
oped to enhance the robustness of MPC. A predictive func-
tional controller, coupled with an extended state observer 
has been developed in [13] to achieve robust speed control. 
However, its effectiveness heavily relies on the precision of 
the parameters of the PMSM and demands a high sampling 
frequency for optimal performance. In [14], a load distur-
bance observer is implemented within the outer speed loop, 
to gauge the comprehensive disturbance. Simultaneously, 
real-time parameter observation is conducted within the 
inner current loop through stator flux and torque observ-
ers, exhibiting strong resilience against motor parameter 
uncertainties. In [15], a deadbeat current predictive con-
trol approach is introduced, aiming to suppress all parame-
ter disturbances effectively. Despite its capability to reduce 
the sensitivity of PMSM driving parameters, this method 
necessitates the design of two observers, thereby raising 
the complexity level. There has been considerable focus 
on artificial neural networks in intelligent control sys-
tems. Drawing inspiration from the remarkable process-
ing capabilities of the human brain, this technology holds 
promise in its ability to undergo training, learn from data, 
dynamically adjust, and improve over time [16]. In con-
trast to numerous conventional methodologies, ANNs do 
not necessitate explicit programming or in-depth system 
understanding [17]. Their aptitude to assimilate extensive 
datasets from diverse sensors and origins, and extract prac-
tical insights, distinguishes them.

In this paper, a highly robust controller based on an 
intelligent strategy is developed to efficiently address per-
formance deterioration in controlling PMSM. The for-
mulation of the robust predictive control law entails the 
optimization of a new cost function that incorporates 
an integral action. An outstanding feature of this inno-
vative strategy lies in its inherent ability to bolster sys-
tem resilience without requiring extensive knowledge of 
external perturbations or variations in system settings. 
Complementing this, a multi-layer feedforward artifi-
cial neural network algorithm is developed for the outer 
loop. The novel approach of robust model predictive con-
trol-based artificial neural network (RMPC-ANN) is 

being implemented for the inaugural time in PMSM con-
trol. The primary contributions of the suggested study are 
encapsulated as follows: 

• The suggested controller ensures accurate set-point 
tracking despite variations in load torque and system 
parameters. Its design simplifies implementation 
by eliminating the need for a disturbance observer, 
making it effective and easy to use.

• The proposed controller ensures quick and respon-
sive dynamic control while maintaining robustness 
against external disturbances and system uncertain-
ties. Such enhancements contribute to heightened 
stability and optimized performance of the PMSM.

The remainder of this paper is structured as follows: 
The mathematical model of PMSM is elaborated in 
Section 2. Section 3 is devoted to thoroughly explaining 
the proposed RMPC-ANN control strategy. Section 4 is 
dedicated to the simulation results, as well as interpreting 
the obtained outcomes. Section 5 provides an analysis of 
the real-time results generated through the OPAL-RT plat-
form. Lastly, conclusions are drawn in Section 6.

2 PMSM mathematical model 
The stator voltage components of the PMSM depicted 
within the d-q referential frame are presented by [1]:
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The electromagnetic torque can be determined by:

T p i L L i iem f sq d q sd sq� � �� �� �3

2
� . (5)

The PMSM's mechanical equation can be defined as 
follows:
d
dt J

T f Tr
em r r L

�
�� � �� �1  (6)

with stator voltages vsd and vsq , stator currents isd and 
isq stator resistance Rs , the mechanical rotor speed ωr , 
direct inductance Ld , longitudinal inductance Lq , perma-
nent magnet flux φf , the number of pole pairs p, moment 
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of inertia J, friction coefficient fr , and load torque TL . 
By selecting the state variable vector x t i isd sq r� � � �� ���  
and the control input vector u t v vsd sq� � � �� �� , the repre-
sentation of the PMSM model is expressed in the nonlin-
ear matrix form by:
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3 Design of the suggested robust control strategy
In this segment, a new robust predictive control combined 
with an artificial neural network algorithm is devised to 
control PMSM. A diagram illustrating the control struc-
ture is depicted in Fig. 1. The implemented control archi-
tecture comprises two distinct control loops. The inner 
loop is constructed utilizing a novel robust predictive con-
trol strategy, specifically designed to regulate torque Tem 
and current isd to accurately follow desired commands. 
The outer control loop incorporates a multi-layer feedfor-
ward artificial neural network speed controller, aiming to 
regulate the speed to its desired value.

3.1 Traditional model predictive control 
Model predictive control represents an advanced approach 
designed to enhance motor performance by accounting 
for system constraints and dynamics [18]. Fundamentally, 

MPC constructs a predictive model of the PMSM to 
anticipate its behavior within a specific time frame [19]. 
These predictions are subsequently employed to deter-
mine the most suitable control action, by solving an opti-
mization problem while ensuring adherence to predefined 
cost functions, defined by [20]:
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Where y1,2(t + τ) represents the anticipated outputs, 
y1ref, 2ref (t + τ) denotes the anticipated references trajectory, 
and T1,2 > 0 represents the prediction horizon, the control 
outputs consist of the electromagnetic torque Tem and the 
d-axis current isd defined as follows:
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To address the nonlinear optimization problem of Eq. (8), 
an approach involves expanding the anticipated output 
and reference trajectory using an ρi

th order Taylor series 
through the application of the Lie derivative, the following 
results are derived [21]:
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Utilizing predictive control through Taylor series expan-
sion facilitates accurate control of nonlinearities, ensuring 
optimal trajectory tracking performance, provided that the 
engine parameters remain unchanged. Nevertheless, MPC 
poses certain hurdles, it necessitates a precise dynamic 
representation of the motor, a task that could prove 

Fig. 1 Proposed robust model predictive neural network control system 
applied to a PMSM
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challenging in real-world scenarios [16]. It entirely misses 
the concept of robustness when confronted with external 
parameter disruptions or uncertainties.

3.2 Proposed robust predictive control based on a new 
cost function
To address the drawbacks associated with conventional 
MPC, a new cost function is proposed, incorporating 
integral action into the controller's minimization process. 
The suggested cost function enables the development of 
a general form for robust predictive control, ensuring 
the rejection of any external disturbances. This can be 
accomplished by modifying the traditional cost function 
in Eq. (8) to:
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Emphasizing the significance of the minimization crite-
rion operating over a future horizon, it becomes crucial 
to construct a prediction model for computing the inte-
grals of forthcoming output errors. The anticipated term 
ϒ(t + τ) is determined utilizing the Taylor series expan-
sion. In this case, the differentiation of the error integral is 
iterated (ρi + 1)th times to integrate the u(t) command into 
the prediction model, thus yielding to:
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The ud(t) and uq(t) commands are observed within the first 
derivative of y1(t) and y2(t), respectively. Consequently, the 
relative degrees ρ1,2 = 1, this yields the following outcome:
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The required condition for optimal control is defined by:
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Assuming the condition in Eq. (17), the optimal input for 
control shall then be given as:
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The decoupling matrix is defined as follows: 
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To guarantee that the matrix Γ–1(x) can be inverted, it is 
sufficient for condition (Ld – Lq )isd + φf ≠ 0 to be met.

3.3 Artificial neural network speed controller
Artificial neural networks serve as mathematical repre-
sentations that draw inspiration from the intricate work-
ings of the human brain [22]. It consists of multiple non-
linear computational components, known as neurons, 
operating concurrently and interconnected through forces 
represented by numerical values termed weights [23]. 
The neuron forms the foundation of artificial neural net-
works, comprising summation and activation functions, as 
depicted in Fig. 2 [24]. In this approach, ANN is employed 
to provide the torque reference Tref , the variable εω denotes 
the error between the desired speed and the actual speed. 

3.3.1 Dataset collection
The first stage in designing the ANN involves acquiring the 
necessary datasets. In this context, the datasets were obtained 
from the simulation results, specifically capturing the input 
and output values of the speed regulator (PI) used in the sys-
tem. The learning base must encompass a thorough under-
standing of all pertinent aspects related to the diverse oper-
ational modes of the variable speed drive system. The data 
is randomly split into three separate subsets designated for 
training, validation, and testing as described below:

• 70% of the data is allocated for training.
• 15% is designated for network validation
• 15% is utilized for testing the learning process.

In the subsequent phase, we initiated the process by con-
figuring the neural network controller using MATLAB's 
graphical user interface, known as "nntool" (released in 

MATLAB R2021b) [25]. We selected a configuration 
that has a single hidden layer and a decreased number of 
neurons. While assessing the network's performance, we 
gradually augment the number of neurons until reaching 
the desired level of effectiveness. Tangent-sigmoid func-
tions were employed as activation functions for the neu-
rons in the hidden layer, while linear activation functions 
were applied for the network output.

3.3.2 Performance evaluation
To evaluate the effectiveness of the developed network 
model, this study utilized the Mean Squared Error (MSE) 
as a key performance metric. MSE measures the average 
squared differences between the outputs generated by the 
ANN and the actual target values. The optimal ANN con-
troller is identified by achieving the lowest MSE during 
simulation, indicating a closer match between the model's 
predictions and the target data. During the training process, 
the weights are iteratively adjusted using the Levenberg-
Marquardt backpropagation algorithm. This adjustment 
continues through each iteration (epoch) until the error lev-
els reach an acceptable threshold. If the error fails to con-
verge adequately, adjustments are made to the neural net-
work architecture by modifying the number of neurons in 
the hidden layer or by altering the number of hidden lay-
ers. Based on the established MSE criteria, we concluded 
that the most effective configuration for the controller is a 
Multi-Layer Perceptron Feedforward network with 10 neu-
rons in the hidden layer. Details regarding the neural net-
work parameters can be found in Table 1. The ANN speed 
controller quickly aligns the trained results with the tar-
get values, achieving a stable mean squared error (MSE) of 
2.81 ∙ 10–7 after 436 epochs, as illustrated in Fig. 3.

4 Simulation results and discussions 
To assess the effectiveness of the newly developed robust 
model predictive artificial neural network control strat-
egy (RMPC-ANN), a simulation model of a PMSM was 

Table 1 The optimal proposed ANN configurations

Parameters of ANN ANN speed controller

Neural network Two-layer feedforward 
network 

Number of hidden layer nodes 10

Number of neurons in the input layer 1

Number of neurons in hidden layer 2 1

Number of neurons in  output layer 1

Activation function Tansig

Adaption learning function TrainlmFig. 2 From a solitary perceptron to an artificial neural network
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created using Matlab/Simulink [25]. The specifications of 
the PMSM are outlined in Table 2, the prediction T1 and T2 
are both configured to 0.5 ms alongside a sampling time 
of 10–5 s. A comparison is drawn between the suggested 
approach and two conventional methods, namely model 
predictive control strategy (MPC) and proportional inte-
gral controller (PI), regarding their ability to track refer-
ences, reject disturbances, maintain robustness, ensure 
current quality, and minimize ripple values. To constrain 
the control effort, the reference speed signal undergoes fil-
tering via a second-order linear filter described as follows:

H s
s s

n

n n
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� �
� �

�
�� �

� �
2

2 2
2

10 1; with: , .  (21)

4.1 Performance evaluation under load torque 
disturbances
In the initial test, the starting reference speed is set at 
100 rad/s, followed by a subsequent setting of –100 rad/s, 
to assess the PMSM's performance in both forward and 

reverse rotations. During operation according to the speed 
characteristic, the motor experiences a sudden change in 
load torque, with 5 Nm applied at t = 2 s then 13 Nm at 
t = 5 s, while operating with fixed parameters. 

Fig. 4 displays the simulation results illustrating the 
speed trajectory tracking performance. It's evident that the 
proposed control effectively mitigates the impact of load 
torque fluctuations on the system's speed response. Notably, 
the speed signal exhibits an exceptionally rapid response 
time, effortlessly retaining its reference point with mini-
mal latency. Fig. 5 illustrates the speed trajectory tracking 
error, comparing traditional approaches with the proposed 
control method. The speed error plot demonstrates favor-
able outcomes with the proposed controller, with over-
shoot/undershoot levels consistently below 0.0004 pu for 
all speed adjustments with no steady-state error. 

Fig. 6 depicts the simulation results for the developed 
electromagnetic torque across different load torque condi-
tions. The findings underscore several significant enhance-
ments, the implementation of the RMPC-ANN yields swift 
torque response with minimal overshoot. It effectively 

Fig. 4 Speed trajectory tracking response

Fig. 5 Speed trajectory tracking error response

Table 2 Characteristics of PMSM

Parameter Value

Rated current 31 A

Rated voltage 310 V

Nominal torque 22 Nm

Direct inductance 0.8524 mH

Quadratic inductance 0.9515 mH

Number of pole pairs 4

Stator resistance 0.17377 Ω

Permanent magnet flux 0.1112 Wb

Friction coefficient 0.0085 N∙m∙s/rad 

Moment of inertia 0.0048 kg∙m2

Fig. 3 Training performance based on MSE
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adapts to step inputs in the load torque, exhibiting neg-
ligible response delay and substantially reducing torque 
ripple across most operational scenarios. As shown in the 
zoomed-in section of torque response in Fig. 7, there's an 
observed reduction of approximately 66.66%, indicating 
that the implementation of the RMPC-ANN approach sig-
nificantly contributes to mitigating unwanted torque ripple.

Fig. 8 illustrates the inverter current isa of the three con-
trol methods, furthermore, a zoomed-in section is provided 

in Fig. 9. The inverter current exhibits sinusoidal behavior, 
with its magnitude directly linked to the torque generated 
by the motor. Notably, the RMPC-ANN system demon-
strates a substantially reduced current ripple, and the THD 
remains remarkably low, registering at 3.37%. This perfor-
mance surpasses that achieved by both the traditional MPC 
strategy (4.69%) and the PI (7.39%). The RMPC-ANN 
strategy achieves a reduction in THD by approximately 
54.4%. Consequently, the peak current is lowered, enhanc-
ing the quality of power supplied to the motor.

4.2 Performance evaluation under parameters 
uncertainties
In the second test, the plant model encountered uncertain-
ties and fluctuations in parameters. For each simulation 
run, a single parameter was altered starting at t = 1 s, while 
a set point step of 100 rads/s was implemented for each test. 
The robustness tests comprise introducing uncertainty to 
the electrical and mechanical system parameters:

• The stator resistance Rs by +30% 
• The moment of inertia J by +20%.

Figs. 10 and 11 depict the simulation outcomes, show-
casing the speed trajectory tracking capabilities of the pro-
posed RMPC-ANN in comparison to conventional control 
approaches, under uncertainties in electrical and mechan-
ical parameters. Both the RMPC-ANN and MPC control 
algorithms exhibit adept tracking of the speed desired tra-
jectory, demonstrating swift responses and effective dis-
turbance rejection, unlike the PI controller. Nevertheless, 
the suggested controller showcases improved stability fea-
tures, characterized by a resilient response and skilled dis-
turbance rejection abilities. Figs. 12 and 13 illustrate the 
speed trajectory tracking error, the finding show that the 
suggested control method displays notably reduced speed 

Fig. 9 Zoomed-in section of stator current isaFig. 8 Stator current isa

Fig. 6 Electromagnetic torque response

Fig. 7 Zoomed-in section of electromagnetic torque response
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tracking errors compared to the two traditional approaches. 
Additionally, the error diminishes swiftly toward zero. 
Figs. 14 and 15 illustrate the simulation outcomes for the 
generated electromagnetic torque, providing a comparison 
of performance among the PI and MPC controllers, and the 
RMPC-ANN control under uncertainties in electrical and 
mechanical parameters. To evaluate the effectiveness of the 
controlled responses, two widely utilized metrics integral 

time-weighted absolute error (ITAE) and integral squared 
error (ISE), were utilized in combination with various con-
trol methods. The results in Figs. 16 and 17 demonstrate 
the effectiveness of RMPC-ANN over classic techniques. 
Table 3 presents a summary of the test outcomes, high-
lighting the notable enhancements achieved by the RMPC-
ANN technique across various parameters. 

Fig. 15 Electromagnetic torque responses variation of 20% J

Fig. 14 Electromagnetic torque responses under variation of 30% Rs

Fig. 13 Speed tracking error under variation of 20% J

Fig. 12 Speed tracking error under variation of 30% Rs

Fig. 11 Speed trajectory tracking under variation of 20% J

Fig. 10 Speed trajectory tracking under variation of 30% Rs
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5 Experimental results
The OPAL-RT setup features an RT-Lab Hardware-in-
the-Loop (HIL) simulator based on the OP-4510 board. 
As shown in Fig. 18, the real-time simulation bench com-
prises several key components: 

1. MATLAB/Simulink software integrated with the 
RT-Lab platform, 

2. a host PC, 
3. the OPAL-RT 4510, and 
4. a digital oscilloscope. 

The OPAL-RT system is a sophisticated simulation plat-
form compatible with Kintex-7 FPGA systems. It operates 
on the Linux OS and is driven by four active Intel Xeon E5 
processor cores, each clocked at 3.2 GHz.

The experimental results under load torque disturbances 
and parameter variation are illustrated in Figs 19–22. 
Notably, the outcomes obtained from the real-time simu-
lator, RT-LAB, closely align with the results predicted by 
the simulation.

Fig. 19 illustrates that the proposed controller ensures 
accurate reference tracking by precisely regulating motor 
speed, offering a rapid dynamic response with the error 
converging to zero. Moreover, the RMPC-ANN approach 
demonstrates superior performance in minimizing over-
shoot during load torque variations. Fig. 20 depicts the 
real-time electromagnetic torque responses of the PMSM, 
the RMPC-ANN controller greatly diminishes electro-
magnetic torque ripple.

To evaluate the proposed method's effectiveness under 
parameter variation, Figs. 21 and 22 present experimen-
tal results comparing the traditional PI controller with the 
new approach. Rs is the parameter being tested. The real-
time tests assess how the system responds to parameter 
changes. Fig. 21 shows that the speed closely tracks the 
reference trajectory. Even in the presence of parameter 
variation, the control system effectively eliminates steady-
state errors, ensuring precise tracking. Fig. 22 indicates 
that the RMPC-ANN controller's error rapidly converges 
to zero unlike the classical controller, which experiences 
increasing error with changes in Rs. These results demon-
strate the effectiveness of the proposed control strategy. 

6 Conclusion
This study introduces a novel robust model predictive control 
based on an artificial neural network strategy for controlling 
PMSM. A significant contribution of this research involves 
introducing an innovative cost function for robust predictive 
control, which includes incorporating integral action within 

Table 3 Comparative analysis between RMPC-ANN, MPC, and PI strategies

Metric PI MPC Proposed RMPC-ANN

Dynamic torque response Fast Fast Very fast

Adaptability to variations Limited Limited High 

Torque ripple High Medium Very low 

Reference tracking precision Moderate High High 

Sensitivity to disturbances High Low Very low 

Response to model changes Sensitive Sensitive Robust 

Current THD High Medium Low

Fig. 16 The quantitative comparison for the ITAE metric

Fig. 17 The quantitative comparison for the ISE metric
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the control loop, it is complemented by a multi-layer arti-
ficial neural network speed controller to enhance the over-
all effectiveness. The performance of the  RMPC-ANN 

strategy is analyzed in comparison alongside two other con-
trol methods.  Multiple goals are accomplished, and the pri-
mary findings can be summarized as follows:  improved 
tracking accuracy, heightened control precision, faster tran-
sient response, better disturbance rejection, and increased 
robustness to uncertainties on the motor's internal parame-
ters and external load characteristics. Furthermore, there has 
been a 54.40% reduction in current ripple and significantly 
diminished fluctuations in electromagnetic torque, mark-
ing a 66.66% advancement over the traditional method. The 
outcomes of this investigation emphasize the superiority of 
the RMPC-ANN proposed in enhancing the performance of 
PMSM drives compared to traditional control techniques. 
The proposed control approach was validated using a hard-
ware-in-the-loop setup with the OPAL-RT platform.
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