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Abstract

Contemporary computer architecture comprises multicomputer settings. Multiple computers provide the facility of high performance 

to implement multiple threads that are faster and concurrently with different processors that can execute tasks simultaneously. 

The challenges are as follows: cost and high performance. Certain firms have to provide funding to establish data centers that need 

locations, hardware, and technicians. After the passage of a period of time, such equipment requires maintenance (updating and 

upgrading) to take place on it. This paper tackles these challenges by passing the drawbacks of data centers. It provides an algorithm that 

simulates a virtual machine, as one client is to be connected with eight servers to implement two applications namely convolution and 

mathematical operations. To represent different topologies, the algorithm simulates supercomputer systems by applying multistage 

omega network topology and parallel processing. Two types of topologies execute linear systolic and star, and is implemented on 

transmission control protocol (TCP) and user datagram protocol (UDP) protocols. The goal of this paper is to provide a kernel that draws 

near a cloud computing system by exploiting the JAVA programming language with its techniques (threading, socket, socket server, 

Datagram socket, and datagram packet). The results offer the connection between the client and servers to be successfully simulated 

by using multistage omega network. The linear systolic and star topologies are simulated in virtual parallel processing.
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1 Introduction
Multistage interconnection networks (MINs) are con-
structed to be a path to implement several missions simul-
taneously, and they make the rate of cost a lessor one. 
It allows a variety of applications to be processed by using 
parallel processing in real-time applications which need 
many processors as the processing power of a single pro-
cessor which isn't enough for meet the requests of these 
applications [1, 2].

The P size of MINs is composed of log2 P stages, 
each stage of which consists of P/2 nodes of size 2 × 2 
and provides fascinating utilities such as a small number 
of switches, an effective algorithm of routing, and parti-
tion ability. Some models of topologies are represented 
by log2 P stages and these are multistage omega network, 
Butterfly, and Baseline [3].

Omega relates to banyan-type MINs [4], and has the 
primary properties of banyan such as self-routing devices, 

where one input port is connected to one output port 
through a path. The routing algorithm (perfect shuffle) is 
provided in Omega networks. A switch receives a packet 
in its in-port and redirects the packet to a destination 
through it's out-porting according to packet address. This 
operation is called (self-routing). This routing algorithm 
works by rotating to the left destination of the packets. 
The connection permutation continues as it goes through 
the stages of the Omega network [5].

The main benefit of utilizing multiprocessors is to pro-
vide sturdy processing through connecting the multi-pro-
cessors. The fastest single-processor can't reach the power 
of a multiprocessor [6]. The construction of a powerful 
single processor is with some costs, so the constructing of 
a multiprocessor includes many single processors which 
is more of cost-effectiveness. Moreover, fault tolerance is 
regarded as another advantage of a multiprocessor system. 
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If a processor is down, then it can convert the task of this 
processor into another processor [7].

Parallel processing consists of different types, the 
most common of which are single instruction multi-
ple data (SIMD) and multiple instructions multiple data 
(MIMD) [8]. SIMD is a type of parallel processing where 
the system consists of more than one processor and each 
of which executes diverse types of data and corresponds 
to the same group of instructions. MIMD is a system con-
sisting of more than one processor, and each one of which 
processes its routine and gets data from various flows [9].

Transmission control protocol (TCP) transfers the data 
in a two-directional network and guarantees a successful 
delivery, and it can control congestion facility. The user 
datagram protocol (UDP) transfers the data from a cer-
tain source to its destination in a one-directional network, 
yet still there is no acknowledgment whether it can be 
obtained when data is received [10, 11].

This research presents two models that are proposed to 
overcome the data center problems (cost saving, hardware, 
etc.), namely the simulates multistage omega network and 
parallel processing. The first model is convolution and 
is implemented by using linear systolic topology and is 
executed on TCP protocol. The second model, however, 
is 8 mathematical operations and is implemented by the use 
of star topology and is executed on UDP protocol. The two 
models use JAVA (threading, socket server, socket, data-
gram socket, and datagram packet). The application data 
is split into threads and then is sent from a specific client 
to 8 computers(servers) to achieve the task. The connec-
tion between a selected client and servers is enabled by the 
use of switching of multistage omega network and parallel 
processing, and the communication is then implemented 
by using liner systolic (a convolution application) and star 
(mathematical operations) topology simultaneously.

This research attempts to reach the cloud computing 
systems by introducing a small sample to represent the 
multiple topologies.

The research is organized as follows: the Related works 
are stated in Section 2, while the convolution and mathemat-
ical operations are illustrated in Section 3. The parallel con-
nection using the multistage omega network is explained 
in details in Section 4, leaving the space for Section 5 to 
describe the distributed system topologies. In Section 6 the 
cloud system is briefly defined. The proposed system and 
algorithms are detailed in Section 7. The results that are 
obtained are illustrated in details in Section 8, and Section 9 
of the research reveals the conclusions.

2 Related works
Zheng et al. [12], developed a simulator that depends on the 
tracing parallel discrete events. It simulates a completed 
paradigm for processing and communication (processors 
and network) with rational detailing. The simulator per-
mits the valuation of a variety of levels of details in the 
IN: from small latency to the detailed paradigms consist-
ing of d-ary m-trees, d-ary, and m-cubes of the network. 
The best characteristics of the simulator are the utmost 
modularity that is to be at work with a simple technique 
to model specific modern routing algorithms and topolo-
gies. The system permits the processing of big simulations 
of existing and future models in parallel implementation 
form, and surveys the actions of applications that are built 
for those same models. The system is formatted at the time 
of processing, which means that any update in the para-
digm is obligated to reprocess the destination units.

Keshk [13], used RMI based on JAVA threads to mul-
tiply the matrix in parallel. He used four computers; that 
were divided into one RMI for the server and three ones as 
clients. 2-matrices of size n × n are created by the server 
and every client gets the first matrix that is connected via 
a particular row (relying on client ID). The output rows 
are sent by the clients to the server. The output of mul-
tiplying two rows is gathered by the server to give the 
result. The output demonstrates that using matrices of size 
(256 × 256) causes a speedup of up to 2.2 (reducing the 
amount of multiplication time to 52.5). Such work can be 
developed by providing more than one server.

Argollo et al. simulated an entire system environ-
ment [14]. This system uses a network-switching simulator 
and it is an open source which can simulate a group of sys-
tems multi-core. The method is very simple for network 
modelling and cannot simulate a bigger network.

Denzel et al. developed a simulation of parallel sys-
tems [15], the main function of which is to evaluate the 
parallel applications. The system consists of detailed para-
digms of nodes and communication. The system provides 
different types of routing and switching functions with 
many multistage topologies. There are multi-processing 
cores that are supported by this system and each core of 
which has a MPI stack. The system is executed in parallel 
and is regarded as powerful in corresponding with MPI, 
yet it is not scalable and can support a few thousand nodes.

Badia et al. [16] designed a simulator to evaluate the 
applications behavior. It utilizes the parallel application 
for tracing in any architecture for remodelling the running 
of that application. The model is designed to compute the 
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interconnection network in a simple method with accu-
racy in computing element models. The payloads that 
are used with the simulator are designed in details, with 
many important states that are provided for the application 
thread. The problem with this simulator is that it is sophis-
ticated to get the traces with a convenient level of detail 
and that needs a provided kernel. The model is designed 
to seek unbalances that can affect the execution of parallel 
applications, and this means that the bottlenecks that hap-
pen in the network cannot be identified [16].

Zhou et al. developed a simulator as a supercomputer. 
The simulator is precision cycle-driven and is accurate in 
its setting as a real system. The system is not scalable and 
is caused by restricted to a 32-destination node [17].

3 Convolution and mathematical operations
This research applies the convolution and mathemati-
cal (addition, multiplication, subtraction, division, mod, 
power, max, and min) operations in a multistage omega 
network. In convolution, there are two arrays: the F is 
called filter and the A is called input, and consisting of N 
and M integers respectively. The task is to construct a con-
volution array C of size (N + M − 1). The convolution of 
two arrays is defined as in the following Eq. (1). [18]:

C i j a i b jk
�� � � � � � �� ���0

1

* ,  (1)

where a[] and b[] are two arrays and C is the result, i, j are 
the elements of arrays.

4 Parallel connection using multistage omega network
To execute the algorithm, the researchers chose the omega 
network which is a type of MIN. The XOR between the 
source and destination binary number nodes represents 
the path. The Omega network is constructed by multiple 
stages. Each stage consists of S/2 switching elements [19]. 
A single switch consists of two ports (crossover and 
passthrough) for connection status. In the passthrough 
state, input is sent straight path to the output, in the cross-
over state, the exchange of the path from input to out-
put [20] as it is shown in Fig. 1 [21].

The log2 P represents the stages of the Omega network. 
The P inputs are connected to the outputs through an inter-
connection mode for every stage. The connection between 
input i and output j can be explained in Eq. (2), [22], 
as illustrated in Fig. 2:
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where j input the ID to the next stage, i is the node ID to 
input to switch and P is the number of clients and servers.

5 Distributed system topologies
In this research, the linear systolic topology is chosen to 
execute the communication on the convolution operation. 
The filter array elements are sent from the selected client 
to the servers where each element is sent to each server, 
while all the input array elements are sent to each server 
as it will be explained in algorithm section. The filter and 
input array elements are sent as threads. This mechanism 
represents the SIMD parallel processing. The transmission 
threads between the client and servers and between serv-
ers themselves are achieved simultaneously. Fig. 3 demon-
strates this mechanism. The TCP protocol is exploited to 
execute the communication.

The star topology is chosen to execute the communi-
cation on the mathematical operations. The selected client 
sends a request to a specific server to do the operation (send-
ing two numbers as threads), and the threads are then trans-
mitted simultaneously. Fig. 4 demonstrates the star topology. 
The UDP protocol is applied to execute the communication.

6 Cloud system
Cloud computing introduces cloud services to different 
users, and these services are provided by remote locations 
from third parties [23].

These services are classified as IaaS (Infrastructure 
as a Service), PaaS (Platform as a Service), and SaaS 
(Software as a Service) [24]. These three technologies can 
offer cost-effective and optimal use of resources to a great 
extent [25]. In this research, the SaaS cloud computing sys-
tem for parallel processing network topology is designed.

7 Proposed system
This research classifies the proposed algorithm into three 
parts: (connection between client and server algorithm, con-
volution algorithm, and mathematical operations algorithm).Fig. 1 2 × 2 switching connection [21]
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7.1 Connection between client and server algorithm
To attain the connection between a client and server in the 
multistage omega network, the path between the source 
and destination nodes has to be determined. The path 

passes through three stages and each stage consists of 
four switches. At first of four clients, the entrance into 
each switch is port 0, while in the second four clients, 
the entrance of which is port 1, as follows in Algorithm 1.

Fig. 2 The multistage omega network [22]

Fig. 3 Communication using linear systolic topology

Fig. 4 Communication using star topology
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7.2 The convolution algorithm
Algorithm 2 selects one client and 8 servers. There are two 
arrays: the first one is filter F. It convolutes on the second 
array A to get the results. The client sends one value from 
F elements to each server as a thread and then sends all 
elements of A to each server as threads. There is a queue in 
each server. The results are accumulated at the last server.

The process of sending the threads (F and A) between 
the client and servers and (Snew ) between servers them-
selves is performed concurrently in parallel processing 
that is applied on linear systolic topology through the use 
of socket, socket server and TCP protocol.

7.3 The mathematical operations algorithm
There are eight mathematical operations that are imple-
mented in Algorithm 3, namely: (addition, multiplication, 

subtraction, division, mod, power, maximal and mini-
mal value). By using the parallel processing to simulate 
the star topology, the servers work simultaneously to exe-
cute the operation and send the results back to the client 
through the use of the datagram socket, datagram packet 
and UDP protocol.

Fig. 5 demonstrates the activity diagram of the connec-
tion process between the client and server.

Fig. 6 (activity diagram) reflects the parallel processing 
of the convolution by transmitting threads by using the 
socket and socket server.

Fig. 7 activity diagram explains the parallel processing 
of the mathematical operations by transmitting threads 
using the Datagram packet and datagram socket.

8 Illustration and experimental results
Section 8 explains the results that were obtained, the 
first part related to the connection process, the second 
part explains the convolution process, and the third part 
explains the mathematical operations.

8.1 The connection between client and server process
The enabling of a successful connection from client no. (6) 
that will send a thread to the server no. (7) that will pro-
vide a specific task, as it is illustrated in Fig. 8:

1. The number of nodes(P) = 8, Client no. (Cid ) = 6, 
server no. (Sid ) = 7.

2. Convert Cid and Sid numbers from decimal to binary 
form where Cid = 110 and Sid = 111.

3. The number of stages M = log2(P) → M log2 (8) = 3.
4. (110) XOR (111) = (001).
5. (P/2 ≤ i ≤ P−1) → (8/2) ≤ 6 ≤ 8−1 → ID = 2 × i + 1−P 

→ ID = 2 × 6 + 1−8 → ID = 5 (the first stage entrance 
is 5 as illustrated in Fig. 8).

6. The significant bit of the XOR result is 0 port, the 
switch operates in straight mode (Fig. 8).

7. (P/2 ≤ i ≤ P−1) → (8/2) ≤ 5 ≤ 8−1 → ID = 2 × i + 1−P 
→ ID = 2 × 5 + 1−8 → ID = 3 (the second stage 
entrance is 3 as illustrated in (Fig. 8).

8. The second bit of the XOR result is 0 port, the switch 
operates in a straight.

9. (0 ≤ i ≤ P/2−1) → (0 ≤ 3 ≤ 8/2−1) → ID = 2 × i →  
ID = 2 × 3 = 6 (the third stage entrance is 6).

10. The least significant bit of the XOR result is 1 port, 
the switch operates in exchange mode.

11. The destination server is (111) and the connection is 
done.

Algorithm 1 The connection between client and server

1. Input: i, P, client Cid, server Sid
2. Output: Destination server
3. Calculate the number of stages M = log2(P)
4. Convert Cid to 3-bit binary form (C[  ]id ) and Sid to 3-bit binary form 
    (S[  ]id )
5. L[  ]id = (C[  ]id ) XOR (S[  ]id ), the most significant bit represents the 
      first stage, the least significant bit represents the M stage
6. Determine port IDs of switches from 0 to P − 1 according to

If (0 ≤ i ≤ P/2 − 1) Then ID = 2 × i
Else If (P/2≤ i ≤ P − 1) Then ID = 2 × i + 1 − P

7. If L [the significant bit] = 0 Then the switch operates in Straight 
        mode
8. If L [the significant bit] = 1 Then the switch operates in Exchange 
      mode
9. The next stage starts returning from step 6 until you reach the final 
    stage M

End

Algorithm 2 The convolution

1. Input: F (i0, i1, …, i7 ), A(   j0,  j1, …,  j7 ), 1 client and 8 servers
2. Output: Convolution array C
3. Foreach (x = 0 to 7) do

Scurrent = F × A[x] 
Put Scurrent into q
Take Scurrent from the q
Snew = Scurrent + Sprevious //in server 0 the Sprevious is 0
Send Snew to the next server and it will be the Sprevious

End

Algorithm 3 The mathematical operation

1. Input: first value, second value, 1 client and the server that is 
     exclusive for the operation
2. Output: a result of the operation
3. The client sends 2 numbers to the specific server as a threads
4. The server processes the mathematical operation and sends back the 
      result to the connected client as a thread.
End
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Fig. 5 The connection process between the client and the server

Fig. 6 The parallel processing of the convolution
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Fig. 7 The parallel processing of the mathematical operations

Fig. 8 Connection between client no. 6 and server no. 7
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8.2 Linear systolic topology and parallel processing for 
convolution
Section 8.2 explains the use of linear systolic topology to 
achieve the parallel processing and simultaneous com-
munication between processors to calculate the results 
through sending and processing the threads, as it is illus-
trated in Fig. 9:

1. Select 1 client and 8 servers.
2. Input F (1, 2, 3, …, 8), A (9, 10, 11, …, 16).
3. Apply the connection algorithm.
4. The selected client sends the first value of the fil-

ter (1) to server_0 the second value (2) to server 2, 
last value (8) to server 7 as a thread, by using socket 
('localhost', port no.).

5. The selected client sends the array values (9, 10, 
11, …, 16) to each server as threads, using a socket 
('localhost', port no.).

6. The servers receive all threads of (F and A) by using 
the Socket server ('localhost', port no.).

7. Server_0 processes the threads by multiplying the 
thread (1 × 9 = 9) and then putting the result in the 
queue (9).

8. Server_0 takes (9) from the queue, then add 9 + 0 = 9.
9. Then repeat the process by multiplying F (1) with 

the rest of the (A) threads and putting them into the 
queue, then take them from the queue and add to 0.

10. Server_0 sends the results of summation to the next 
server as threads using a socket('localhost', port no.).

11. Server_1 receives the threads from the selected cli-
ent and server_0, using the socket server ('localhost', 
port no.).

12. The next server repeats the same process from 
point (7), but F will be (2), and the queue has two 
indexes then put the thread that received from 
server_0 in the first queue index, then put the multi-
plication result in the second index (9 × 2 = 18), then 
it repeats the process.

13. The final results of the summation are aggregated at 
server_7.

8.3 Star topology and parallel processing for the 
mathematical operations
Section 8.3 explains the using of star topology to achieve the 
parallel processing of the 8 mathematical operations, where 
each server processes a specific operation, and Fig. 10 illus-
trates the communication between the client and servers:

1. Select 1 client and 1 server.
2. Input 6 and 5 values.
3. Apply the connection algorithm.
4. The client sends the values (6 and 5) to the servers 

as threads by using DatagramPacket (value, length, 
'host', port).

Fig. 9 The linear systolic topology of parallel processing to execute the convolution
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5. The servers receive the threads by using 
DatagramPacket (value, length) and socket.receive().

6. Each server achieves the specific task and gives the 
result.

9 Conclusions
This research makes a simulation of the parallel process-
ing of a virtual network as a physical network. The connec-
tion between the client and servers is successfully enabled 
through the use of a multistage omega network. The JAVA 
programming language and its techniques (threading, 
socket, socket server, datagram packet, and datagram 
socket) are used to execute the system. The linear sys-
tolic topology is applied to execute the convolution. Star 

topology is applied to execute the mathematical operations. 
In these two topologies, the connection between the cli-
ent and servers, in addition to the communication between 
servers are successfully applied through transmitting the 
threads and all servers process them concurrently. The TCP 
and UDP protocols are used to achieve the communication. 
The virtualization and variety of topologies and protocols 
that are applied in this research give a sample of cloud com-
puting systems. The trend towards virtual machines and the 
cloud system provides the most recent resources and is con-
sidered the best choice to be done. It is also by passing the 
drawbacks of data centers since it saves costs. Later on, the 
data centers become outdate. The amount of resources that 
is provided in the cloud system is increased when the users 
become in need for more and it decreases when the users 
need less. The system uses 3 stages omega network and 
this can extend to more stages, and thus the system is scal-
able. This research discussed the construction of a super-
computer that can be done by applying 8 virtual clients and 
8 virtual servers in a single physical machine.

The algorithm can be developed by further future work 
in providing a special mechanism by converting the task 
of a server to another one when the first server is down 
(fault tolerance) and by the use of another type of intercon-
nection network topology.
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