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Abstract

Acute respiratory infection (ARI) is one of the most prevalent infectious diseases in Indonesia. ARI persists as a significant global 

health concern in the post-Covid-19 era. ARI – a respiratory infection – is categorized into four distinct types: pneumonia, diphtheria, 

pharyngitis, and tuberculosis. These diseases are caused by different bacteria. To control the transmission of these bacteria, the 

Ministry of Health of the Republic of Indonesia has identified the discovery of disease-causing bacteria as a crucial step. However, 

the issue that arises is that the limited number of medical analysts causes an extended period for the early detection of the disease, 

and the process is still dependent on the experience of the medical analyst. To help these issues, researchers developed a system 

that applies computer vision techniques to classify the types of bacteria that cause ARI using digital images. The research employs 

digital image processing techniques, including image quality improvement and the use of two segmentation methods (thresholding 

and Channel Area Thresholding). The parameters employed for classification comprise colony count, area, perimeter, and shape. 

This research compares the accuracy of five intelligent systems by applying them to the same data set. The SVM method achieves the 

highest system accuracy rate of 94.06%, while the accuracy rate of multi-layer perceptron and KNN is 93.07%, RBF is 91.09% and Naïve 

Bayes is 86.84% on a data comparison of 80:20 of 504 data.
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1 Introduction
Acute respiratory infection (ARI) is one of the most 
prevalent infectious diseases in Indonesia. Respiratory 
infections are categorized into two types based on their 
location: upper respiratory tract infections and lower 
respiratory tract infections caused by viruses and bacte-
ria [1]. In December 2019, a respiratory infection caused 
by the SARS-CoV-2 virus occurred in Wuhan, China [2]. 
The disease eventually became a global pandemic, lead-
ing the Indonesian government to declare it a national 
disaster due to its rapid spread and high mortality rate [3]. 
Besides viruses, ARI can also be caused by bacteria such 
as pharyngitis (gonorrhea, diphtheria, mycoplasma and 
chlamydia), peritonsillar, epiglottitis, sinusitis, bronchitis, 
pneumonia, meningitis and tuberculosis [1]. ARIs caused 

by bacteria consist of pneumonia, diphtheria, pharyngi-
tis and tuberculosis [4]. The Ministry of the Republic of 
Indonesia has identified tuberculosis (TB), pneumonia and 
the novel coronavirus disease (COVID-19) as direct infec-
tious diseases. Meanwhile, diphtheria has been classi-
fied as an extraordinary event (KLB) or outbreak-causing 
pathogen, manifesting in symptoms of pharyngitis, tonsil-
litis, laryngitis and tracheitis. However, the incidence of 
diphtheria can be reduced through vaccination [5].

The two most prevalent infectious diseases in East 
Java are tuberculosis (TB) and pneumonia. TB is caused 
by Mycobacterium tuberculosis bacteria and repre-
sented 78.799 cases (73.3%) in 2022. Surabaya City had 
the highest number of TB cases with 10.382, followed by 
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Jember District with 5.244 cases and Sidoarjo District 
with 5.141 cases [6]. Pneumonia is also caused by bacteria 
such as Haemophilus influenzae, Mycoplasma pneumo-
niae, Streptococcus pneumoniae, Staphylococcus aureus, 
Legionella pneumophila and Chlamydophila pneumo-
niae [7]. Pneumonia is a common disease in toddlers, with 
high mortality rates. Early diagnosis and intervention are 
crucial for reducing the mortality associated with this dis-
ease in this age group. The case detection rates in East 
Java were above 70% in 14 districts, while the remaining 
21 districts failed to reach the target due to the impact of 
the epidemic. This resulted in a reduction in the number of 
infant visits to health services and the capacity of officers 
to conduct early case detection. Diphtheria is a contagious 
disease which can be prevented efficaciously through vac-
cination. The disease is caused by the Corynebacterium 
diphtheriae bacterium, which is endemic to East Java. 
There were 163 diphtheria cases reported from 34 dis-
tricts/cities in 2022, including both laboratory-confirmed 
and clinically compatible cases [6].

The government employs disease control measures 
with the objective of reducing the incidence, prevalence, 
morbidity, mortality, and impact of diseases on pub-
lic health [5]. One method of controlling the disease is 
through early detection and identification of cases. It is 
recommended that individuals exhibiting symptoms such 
as coughing, sneezing, vomiting and difficulty breathing 
proceed to their nearest healthcare facility for sputum 
or oral specimen collection for microbiological analy-
sis, which is performed exclusively by medical analysts. 
Nevertheless, a significant challenge in the provision of 
health services is the insufficient number of medical ana-
lysts [8], contrary to the rising number of patients, espe-
cially in the post-COVID-19 era. 

The evaluation process is designed to be comprehen-
sive and meticulous to prevent misdiagnosis. The symp-
toms of respiratory infections, particularly those caused 
by bacteria, are like those of SARS-CoV-2 infection, 
which presents with a range of symptoms that can over-
lap with those of other conditions [9]. The preliminary 
diagnosis of patients presenting with symptoms consistent 
with COVID-19 is based on the examination of nasal or 
nasopharyngeal swabs. The virus's presence in the respi-
ratory tract is temporary; thus, additional tests, such as 
those examining viral RNA and the virus's molecular 
structure, are necessary [10]. Although the diagnosis of 
pneumonia employs the conventional culture of sputum 

swabs to verify the presence or absence of pathogens [11], 
it remains challenging to identify the specific type of 
pathogen responsible for the pneumonia [12]. 

For this reason, it is necessary to create a system that 
can assist medical analysts in detecting, classifying and 
identifying pathogens for the early detection of acute 
respiratory infections. the focus of the pathogens we stud-
ied was on the bacteria that cause ARI, not viruses such as 
the cause of COVID-19. 

2 Related works
Previously, we developed an expert system for the early 
detection of acute respiratory infections based on patient 
symptoms using a combination of forward chaining and 
certainty factor methods under the guidance of dr. Angga 
Madro Raharjo, Sp.P. [9]. The findings of recent research 
indicate that the early detection of acute respiratory infec-
tions (ARI) cannot be based on the symptoms experienced 
by patients themselves. The presence of specific patho-
gens causing ARI infections also needs to be identified. 
The system employs image processing techniques and 
artificial intelligence to classify microscopic images of 
bacteria present in sputum samples.

Several studies were conducted with the objective of 
identifying ARI bacteria through the implementation of 
computer vision techniques. Mithra was able to identify 
Mycobacterium tuberculosis bacteria with ZN staining, 
while image processing is used such as median filtering, 
intensity modification on grayscale images, and CAT seg-
mentation [13]. K-Means clustering has been utilized in 
the detection of Mycobacterium tuberculosis bacteria; 
however, the lack of explicit selection criteria and inherent 
challenges in estimation have the potential to influence the 
accuracy of the resulting segmentation [14]. 

ARI diseases are not only tuberculosis, but also other 
diseases such as pneumonia, diphtheria and pharyngitis. 
A study was made, which was able to classify 5 types of 
ARI bacteria. The aim of this research is to classify the 
types of bacteria that cause ARI (tuberculosis, pneumo-
nia, diphtheria, and pharyngitis) using the KNN method 
with the best accuracy of 90.63% for K values of 9 [15]. 
Moreover, researchers employ the LVQ method to classify 
bacillus-shaped bacteria that cause ARI (tuberculosis and 
diphtheria), with an accuracy rate of 97% at a learning rate 
(α) of 0.01 and a reduced learning rate (dec α) of 0.25 [8]. 
Finally, we analyzed the classification of ARI bacteria using 
the Naïve Bayes method with an accuracy of 86.84% [16].
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Based on those references, the researcher developed 
a bacterial classification system for ARI by comparing sev-
eral methods, including the Naïve Bayes method, backprop-
agation, radial basic function, and support vector machine. 
The chosen method had the highest accuracy level.

3 Materials method
Previous studies involved several research stages, includ-
ing collecting datasets from sputum smear bacterial 
images. Then, several stages of digital image processing 
were carried out, such as converting color images from 
RGB to HSV color images. 

Next step splits the components in HSV color space and 
segmentation process based on grey level thresholding 
and Channel Area Thresholding (CAT). The final stage of 
the image processing process involves feature extraction. 
This study employs morphological features, including 
area, perimeter, number of bacteria, and shape factor [15], 
as inputs for the intelligent system algorithm used to clas-
sify the bacteria dataset (Fig. 1).

3.1 ARI bacteria dataset
The bacteria dataset is unpublished primary data obtained 
from the Surabaya Health Laboratory Centre (BBLK) and 
has been validated by medical analysts, as well as by litera-
ture related to the field of medical microbiology [8, 15, 16]. 
Bacteria are classified into three shapes: cocci (spherical), 
bacilli (rod-shaped), and spirochetes (spiral) [7]. Our data 
include chain-shaped cocci (Streptococci), grape-like clus-
tered cocci (Staphylococci), club-shaped and pleomorphic 
rods (Corynebacteria), diplococci (Neisseria) and aerobic 
acid-fast rod group (mycobacterium). Bacteria are cultured 

and Gram stained, except for Mycobacterium tuberculo-
sis bacteria which are ZN (Ziehl-Neelson) stained [17] as 
shown in Fig. 2. The bacteria image used is 151 × 151 pix-
els to reduce the computational load [15]. 

3.2 Preprocessing
The pre-processing phase represents the initial stage of 
the digital processing technique. Its objective is to nor-
malize the data collected, such that the processed data is 
homogeneous. The resulting homogeneous data set allows 
for more efficient and effective further image processing. 
Imron and Fitri [18] explained that the RGB color space 
has a large size of 24 bits, so splitting components helps 
the object segmentation process in RGB color space. 

The objective is to identify the RGB color space compo-
nent that most effectively represents the shape of the bacte-
ria. This approach will be supplemented by the conversion 
to alternative color spaces, including HSV, CIELab, etc., 
should this be necessary [15]. Moreover, image enhance-
ment is crucial for enhancing visual perception in com-
puter vision. Techniques such as brightness and contrast 
enhancement can be employed to increase the intensity of 
the RGB color space [19]. 

Modifying the brightness or contrast of the image will 
affect the grey level distribution of the image histogram 
itself using the Eq. (1) [20].

Brightness x y B x y b, ,� � � � � �  (1)

Where B(x,y) is the input image, Brightness(x,y) is the out-
put image resulting from the addition of brightness and 
b is the variable brightness value. Contrast enhancement 
or contrast stretching in an image applied on a linear scale. 

Fig. 1 Steps in the research of the ARI bacterial classification
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Erwin and Ningsih [21] found that to normalize the con-
trast stretching process in the image, we must determine 
the minimum and maximum values of the image that will 
serve as the contrast boundary in the image, often referred 
to as clamping [20].

RGB color space has a range of grey intensity values 
from 0 to 255, so the process of adding contrast uses the 
Eq. (2) and then the process of clamping uses the Eq. (3).

Contrast x y C x y c, ,� � � � ��  (2)
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Furthermore, a clamping process is required to limit the 
range of contrast values in the new image, so that the his-
togram of the image appears stretched according to the 
minimum and maximum values that have been defined. 
To improve the image quality, we also use an image sub-
traction operation to obtain an image that clearly shows 
the shape of the bacteria using the Eq. (4).

C x y A x y B x y, , ,� � � � � � � �  (4)

C(x,y) is the new image resulting from the image sub-
traction operation, A(x,y) is the brightness image and 
B(x,y) is the contrast image.

3.3 Segmentation
Segmentation aims to separate objects from the back-
ground, which can be considered as noise in the image. 
Segmentation of images is divided into three types, 
namely threshold-based segmentation, edge-based seg-
mentation, watershed segmentation and region-based seg-
mentation [22]. Segmentation based on threshold means 
segmentation based on one or two predetermined grey lev-
els. This study uses a threshold value (T) using the Eq. (5). 
S(x,y) is the input image matrix value and S'(x,y) is the seg-
mentation result image matrix value based on the thresh-
olding value (T).

�� � � � � �
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�
�
�
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S x y T
S x y T

,
, ,

, ,

1

0

for

for
 (5)

Researchers segmented the image based on area size 
using the Channel Area Thresholding (CAT) method as well 
as implementing those methods [13] using the Eq. (6). Areaold 
is the input image, Areanew is the output image from the CAT 
segmentation process, Tarea1 and Tarea2 are the minimum and 
maximum threshold values of the predefined areas.

Area AreaNew area old area� � �T T1 2
 (6)

3.4 Feature extraction
The classification of the five types of bacterial images 
that cause ARI, based on the results of previous research, 
requires the extraction of features such as bacterial count, 
area, perimeter and shape factor [15] using pseudocode 
(Algorithm 1).

3.5 Machine learning for classification
Machine learning is a computerized model that learns pat-
terns from data (data mining) to classify, predict and make 
automated decisions [23]. The selection of machine learn-
ing algorithms is a critical task that should be based on the 
type and amount of available data, as well as the specific 

Algorithm 1 Feature extraction

% B_seg is the input image 
CC = bwlabeln(B_seg,8);
label = max(max(CC));
S=regionprops(CC,'Area','Perimeter');
I_seg=ismember(CC, find([S.Area]>=10 & [S.Area]<=100));

J. Bacteria =label;
Area. Bacteria =S.Area;
Perimeter.Bacteria=S.Perimeter;
Shape= Perimeter.Bacteria ^2/ Area. Bacteria;

Fig. 2 Five types of bacteria in acute respiratory infection
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problem being addressed [24]. Machine learning methods 
are divided into two categories: unsupervised learning and 
supervised learning. Unsupervised learning involves group-
ing data into clusters using automatic methods or algo-
rithms on unclassified data. Supervised learning involves 
labelled data that is categorized into the target, allowing the 
algorithm to predict new unclassified data [23].

This research employs traditional machine learning 
methods, such as K-Nearest Neighbors (KNN), Naive 
Bayes, Multilayer Perceptron, and Support Vector Machine 
(SVM), which use supervised learning algorithms. These 
methods require manual selection of features taken from 
image objects, such as area, perimeter, and object eccen-
tricity [24]. The KNN algorithm classifies objects based 
on their features, which are calculated to determine neigh-
borhood distance. The K-value is calculated and classified 
based on the majority vote of its neighbors [25]. Naïve 
Bayes classifies objects based on the probability of each 
independent variable. This approach considers the pres-
ence or absence of events in a particular group that is inde-
pendent of the environment (other events) [26]. 

Multilayer Perceptron (MLP) is a feed-forward neu-
ral network algorithm consisting of an input layer, one or 
more hidden layers and an output layer, where each layer 
consists of a few neurons with an activation function [27]. 
Imron and Fitri [18] state that the MLP algorithm updates 
the weights in each layer to improve accuracy when the 
classification results do not match the desired target, which 
is an advantage of the method. Support Vector Machine 
(SVM) is a statistical learning algorithm that uses sup-
port vectors to create decision boundaries for classify-
ing objects. It requires an optimal hyperplane to separate 
classes using these support vectors [28]. 

4 Experimental result
The research is initiated with a channel separation process 
in the RGB color space, which aims to identify the color 
space channel that most accurately represents the shape 
of the bacteria. This step is necessary given the differing 
color backgrounds of the bacteria. Staphylococcus aureus 
and Streptococcus pneumoniae have a grey background 
color, Corynebacterium diphtheriae and Neisseria 
gonorrhoeae have an orange background mixed with pink, 
while Mycobacterium tuberculosis has a blue or yellow 
background (Fig. 2).

The five bacteria are clearly visible in the green color 
channel (image with gray level in green channel in RGB 
color space in Fig. 3 (a)); however, the image quality could 
be improved by enhancing the brightness and contrast 

(Fig. 3). The green image is given the addition of bright-
ness to the variable b = 50 in Eq. (1) (Fig. 3 (b). Then add-
ing contrast with two values, such as c1 = 0.05 and c2 = 0.9 
(Fig. 3 (c)). Next processed clamping by determining the 
value of amin = 0 and amax = 255, so that there is a contrast 
stretching value and produces an image with high contrast 
whose purpose is to clarify the shape of the bacteria. 

The green channel images of the bacteria are provided 
in Fig. 3 (b) with the additional brightness b = 50. These 
results of the bacterial images of Neisseria gonorrhoeae 
and Mycobacterium tuberculosis are brighter, and there is 
a significant difference between the object and the back-
ground, which is certainly different from the results in 
the images of Streptococcus pneumoniae, Staphylococcus 
aureus and Corynebacterium diphtheriae. The images are 
observed to exhibit increased brightness; however, the 
background and object demonstrate comparable grey val-
ues. Following contrast enhancement (Fig. 3 (c)), the back-
ground of the Mycobacterium tuberculosis bacteria image 
appears brighter compared to the Neisseria gonorrhoeae 
and Streptococcus pneumoniae bacteria images. During 
the clamping process (Fig. 3 (d)), it is observed that the 
three bacterial images become darker than the background, 
thus allowing for enhanced visualization of the bacterial 
shape. Ultimately, the process of reducing the contrasting 
image matrix with the brightness image resulted in a dif-
ferent image (Fig. 3 (e)), which clearly revealed the bacte-
rial shape with the background becoming black. 

The image is advantageous as the background is black, 
allowing for enhanced segmentation of the Streptococcus 
pneumoniae and Staphylococcus aureus bacteria. The objec-
tive of the segmentation process is to distinguish bacte-
rial objects from the background. The present research 
employs two segmentation techniques: thresholding val-
ues and area threshold values, also referred to as Channel 
Area Thresholding (CAT). The segmentation process uses 
a threshold (T) value such as T > 50, T > 60, T > 75, T > 100, 
T > 150 and T > 200 as shown in Fig. 4.

Fig. 4 illustrates that a value of T > 150 results in 
the elimination of numerous bacteria, accompanied by 
alterations in cell morphology. The optimal threshold value 
for the accurate representation of the shape of Neisseria 
gonorrhoeae bacteria is T > 100. Similarly, a value of 
T > 75 is an effective method for separating two adjacent 
Corynebacterium diphtheria bacteria. Contrary to the use 
of thresholds in the image of Mycobacterium tuberculosis 
bacteria, the original background image of the bacteria 
has several colors, namely greenish-yellow, turquoise 
blue, violet-yellow, violet-turquoise blue and green. 
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Fig. 3 Image enhancement techniques include (a) channel green image, (b) brightness enhancement, (c) contrast stretching, (d) clamping, and 
(e) subtraction between the contrast image and the clamping matrix

(a)

(b)

(c)

(d)

(e)
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Fig. 4 Binary image segmentation results with varying T-values on images of bacteria, specifically (a) Corynebacterium diphterae and 
(b) Neisseria gonorrhoeae

(a)

(b)

This affects the determination of the threshold value in the 
segmentation process based on the matrix reduction value. 

The optimal threshold values for representing the shape 
of Mycobacterium tuberculosis bacteria with background 
colors are T > 70 or T > 100 for yellow-green and purplish 
yellow, and T > 230 for turquoise blue and green. However, 
some bacterial binary images may require Channel Area 
Thresholding (CAT) segmentation to remove noise caused 
by paint coloration as shown in Figs. 5–8.

Fig. 5 illustrates the shape of Neisseria gonorrhoeae 
bacteria obtained using threshold values of Tarea1 = 200 and 
Tarea2 = 10, which eliminates the shape of blood cells as 
noise. The shape of Mycobacterium tuberculosis bacteria 
is obtained under two conditions: 

1. using a threshold value of Tarea1 = 200 and Tarea2 = 50 
and 

2. using a threshold value of Tarea1 = 150 and Tarea2 = 100, 

in the bacterial image (Fig. 6), where the blue color indicates 
cells, and the stain color is noise. The process of cluster-
ing these bacteria is contrary to the case of Staphylococcus 
aureus bacteria, as illustrated in Table 1. These bacteria 
are clustered like grapes to obtain the largest bacterial 
form, eliminating the small cocci form with a threshold of 
Tarea > 300 unit (see Fig. 8). Thus, the resulting bacterial 
form is unique and differs from other bacterial forms.

To achieve a chain-like shape in Streptococcus 
pneumoniae bacteria (as illustrated in Fig. 7), a Tarea value 
of greater than 50 was employed to eliminate the cocci 

shape (Fig. 4 (a)) and noise resulting from image blur 
(Fig. 3 (a)). The morphological features, consisting of 
four parameters (number of colonies, area, perimeter, and 
shape factor), were extracted and are presented in Table 1. 

Table 1 illustrates that the greatest number of colo-
nies is observed in Neisseria gonorrhoeae, with a total of 
41 colonies. Conversely, the largest area is observed in 
Staphylococcus aureus, with a total of 10012 units (pixels). 
Area and perimeter values are directly proportional, and the 
calculated shape factor results are undoubtedly influenced 
by this proportionality. The feature values are input to the 
intelligent system and then compared with the accuracy 
of the system itself. Here, we have applied several algo-
rithms, including K-Nearest Neighbor (KNN), Naive Bayes, 
Multilayer Perceptron, Radial Basic Function (RBF) and 
Support Vector Machine (SVM), to compare the accuracy of 
the system using the WEKA machine learning application. 
The results of this comparison are presented in Table 2.

Following the application of image processing tech-
niques, it was found that the comparison of data set 80:20 
showed the highest level of accuracy in the implementa-
tion of all five intelligent systems, with an average accu-
racy of 91.63%. Consequently, the system's accuracy rate 
has been enhanced. Fitri et al. [15] observed that the KNN 
method exhibited an accuracy rate of 90.63% when utiliz-
ing a value of k = 9. Following the development of image 
processing techniques and training using KNN with 
a value of K = 9, there was found to be an increase in sys-
tem accuracy, reaching 93.07%.
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(a) (b) (c)

Fig. 5 The (a) original image and the binary image results of (b) thresholding segmentation and (c) CAT segmentation are presented  
for Neisseria gonorrhoeae bacteria

(a) (b) (c)

Fig. 6 The (a) original image and the binary image results of (b) thresholding segmentation and (c) CAT segmentation are presented 
for Mycobacterium tuberculosis bacteria

The improvement in system accuracy was observed not 
only in the KNN method but also in the other four intel-
ligent system methods. The SVM method was the most 

accurate, with an accuracy of 94.06%. SVM is a classi-
fication algorithm that learns using a dimensional space 
with a linear function, thereby dividing the data into two 
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(a) (b) (c)

Fig. 7 The (a) original image and the binary image results of (b) thresholding segmentation and (c) CAT segmentation are presented  
for Streptococcus pneumoniae bacteria

(a) (b) (c)

Fig. 8 The (a) original image and the binary image results of (b) thresholding segmentation and (c) CAT segmentation are presented 
for Staphylococcus aureus bacteria

classes [29]. The SVM algorithm is continually evolving, 
with the objective of enabling the classification of mul-
tiple classes (Corynebacterium diphtheriae, Neisseria 

gonorrhoeae, Mycobacterium tuberculosis, Streptococcus 
pneumoniae and Staphylococcus aureus).
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Table 2 The accuracy of each intelligent algorithm within the system

Algorithms
System accuracy percentage (%)

60:40 70:30 80:20 90:10

KNN k = 9 91.09 91.39 93.07 88

Naïve Bayes 86.76 84.96 86.84 86.84

Multilayer perceptron 87.62 86.09 93.07 88

RBF 89.60 90.07 91.09 86

SVM 92.08 92.72 94.06 92

Average 89.43 89.05 91.63 88.17

Table 1 Morphological feature values for each ARI bacteria

Feature
Bacterial name

A B C D E

Colony count
Min 1 2 1 1 1

Max 4 41 1 6 14

Area
Min 159 183 30 1219 494

Max 3845 2780 311 10012 2091

Perimeter
Min 46.19 83 24.83 194 152

Max 659.21 885 122.65 1195 609

Shape factor
Min 13.42 20.38 15.62 21.72 40.58

Max 135.91 349.29 68.69 223.48 190.29
Description: A: C. diphtheriae, B: N. gonorrhoeae, C: M. tuberculosis, 
D: S. aureus, E: S. pneumoniae
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