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Abstract

Formation control is currently a popular field of research due to the increasing application areas of unmanned aerial vehicles. 

Of concern is the stability of unmanned aerial vehicles (UAVs) formation while tracking especially under the influence of disturbances, 

and model parameter uncertainty. Since formation of the UAV formation while tracking, especially flying involves a mutual 

cooperation, consensus-based techniques are more suited such that a group of UAVs are collectively coordinated to perform some 

tasks. In this paper, a leader–follower formation control of homogeneous fixed wing UAVs based on model reference adaptive control 

with an integral error control compensation is presented. Model reference adaptive control is powerful and effective for handling 

uncertain and varying dynamics. This proposed distributed composite control strategy with a directed graph topology, although model-

dependent can be effective to suppress disturbances affecting the vehicles, while achieving consensus-based tracking of a reference 

path. The numerical simulation results given show the applicability of this proposed control strategy.
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1 Introduction
Formation control involves the design of algorithms to 
coordinate a group of agents to form, and maintain 
prescribed shapes and patterns, while in motion [1]. 
Complexity challenges associated with formation control 
of multi-agent systems include nonlinear dynamics, model 
parameter variations, and the presence of external distur-
bances in the system dynamics. Several solutions have 
been presented in the literature to solve these challenges 
including the use of adaptive control [2, 3], disturbance 
observers [4], robust control [5] and neural networks [6].

Model reference adaptive control was presented for the 
cooperative tracking of uncertain dynamical multi‐agent sys-
tems in [7, 8], for aerial vehicles in [2, 9], and for vehicle pla-
toons in [10]. Distributed control methods have been applied 
in [11, 12] for state synchronization of multiple vehicles, and 
in [13] for the tracking control of unmanned aerial vehicles 
(UAVs) under external disturbances. Other distributed control 
techniques include predictive control in [14, 15], application 
of neural networks in [16, 17], and a multivariable adaptive 

control in [18], where it was shown that adaptive control was 
effective in handling uncertain dynamic parameters.

For a single UAV, its prescribed velocity must be the 
tangential of a designed path [10], where the position, 
velocity and acceleration models are considered. In such 
a situation, therefore, an acceleration level control is 
designed which in effect transforms the kinematics into 
double integrator dynamics which is unstable. Hence, 
the system must be stabilized by state feedback, and with 
the assumption that consensus-based formation is similar 
to a one-step ahead predictive control problem, due to the 
reliance on the neighboring vehicles' state information, 
this necessitates the interaction of the vehicles to be mod-
elled using a directed graph topology [19].

The adaptive formation control such as that discussed 
in [2, 3], presents a leader-follower formation configuration 
of homogenous UAVs, modelled using a directed graph. 
And on the basis of adaptive tuning of gains, the con-
trol laws do not require global states, but rather relative 
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information of the neighbors' states. In our work, model 
reference adaptive control method is applied due to its ver-
satility, and with a well-defined formation error and use of 
integral control, we show that it is effective in maintain-
ing and suppressing disturbances and errors in a formation 
system. Due to the adaptive tuning of gains, we show that 
the proposed control strategy guarantees the boundedness 
of control signals, and system states under the presence 
of model parameter uncertainty and disturbances on the 
vehicles. The main novelties are that the formation con-
trol is consensus-based, and the model perturbations and 
disturbance compensation approach presented, is easy and 
consistent, such that the flexibility of activating different 
adaptation components is shown.

The structure of the paper is as follows: Section 2 deals 
with modeling and control of a single UAV where the sim-
ple control using pole placement is used to stabilize the 
double integrator dynamics. Section 3 discusses some 
principles related to the stability and parameter tuning in 
UAV formations using adaptive control, and the distrib-
uted adaptive control algorithm is presented in Section 4. 
Section 5 presents the numerical simulation results, and 
the conclusions are given in Section 6.

2 Modeling and control of a single UAV
For a single UAV, the position p∈3

,  velocity v∈3  
and acceleration a∈3  are considered. The velocity vec-
tor v having a magnitude V v=  is assumed tangential to 
the direction of motion. The angle between the velocity 
vector and the horizontal direction is chosen as γ, and the 
portion V cos(γ) is projected onto the horizontal plane such 
that the components in x – y directions can be found by 
a rotation ψ about the z axis, see [20]. With this descrip-
tion, the point-mass equations governing motion of a fixed 
wing UAV can be postulated.

2.1 Kinematic equations
Assuming a flat and stationary earth, the model dynamics 
can be described using:
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where m is the mass, g is the gravity acceleration, T is 
the thrust, L is the lift, D is the drag, n = L/(mg) is the 
g-load and ϕ is the bank angle. The bank angle rotates the 
lift force in the vertical plane to the correct direction of 
the side force. The d-components are disturbances in the 
appropriate directions of the kinematic equations.

The lift and drag forces are often modeled by the relations:
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where Vm,n = 0.215 Vm log10(h) + 0.285 Vm, ρ is the atmo-
spheric density, SAw is the effective wing area, CD0

 is the 
zero-lift drag coefficient, Vm is the mean wind speed at 
an altitude of  h. The drag model contains an algebraic loop 
which is a fixed-point problem, and was solved approxi-
mately in finite steps until a small error is reached. In order 
to simplify the notations, trigonometrical functions like 
sin(x), cos(x), tan(x) will be denoted by Sx , Cx , Tx.

2.2 System dynamic equations
The nominal dynamic model can be obtained by taking 
the first derivative of Eq. (1), which results in:
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Substituting Eq. (2) into Eq. (3), the nominal model 
with disturbance is obtained in the composite form:
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v M N b w
�
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 (4)

where ξ = M −1 (N + b), v̇ = a is the acceleration, b = (0, 0, g)T 
is the gravity acceleration and w is the disturbance. The con-
trol variable is constructed from the components T, n, and 
ϕ such that ξ = (T, n cos(ϕ), L sin(ϕ))T forms the input to the 
dynamics in Eq. (2). The matrices in Eq. (4) are described as:
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2.3 Modeling aerodynamic disturbances
It is assumed that the aerodynamic disturbance effects are 
proportional with nominal effects and that:
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where K1 and K2 are diagonal matrices of the model pertur-
bation parameters α. In case of perturbations, the dynamic 
model can be brought into the composite form:





p v
v M N b w K M K N
a v b wT

�
� � � � � �

� � � � � �

� �

�
1 2

�*
.

 (7)

The perturbations are chosen as:
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For instance, while considering the second column of 
matrix M weighted by nCϕ , it follows:
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where σ(v) = (vx , vy , vz )
T. Therefore, if Eq. (8) is approxi-

mated only by the diagonal elements, where K1 = K2 = α, 
then:
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2.4 Nominal controller design for a single UAV
Since the system dynamic model has a single input, 
the state feedback design is a simple task that can be 
solved by using pole placement or linear quadratic reg-
ulator control. The goal is to prescribe a Hurwitz matrix 
and determine the state feedback gain. The state variable 
is x = (  p T, v T  )T, the high-level control input is the accel-
eration a, and ξ is the low-level control. From Eq. (7), and 
using model reference adaptive control principles given 
in [1], the control design can be summarized as:
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Notice that the system's state equation is a double inte-
grator, and hence, k T

1

*  makes Am Hurwitz, and Bm is appro-
priately chosen. A simple choice is that η = ηsIη where ηs 
is a scalar and Iη is a unit matrix. Furthermore, Am should 
satisfy the Lyapunov equation A P PA Qm

T
m� � � ,  for P > 0 

and Q > 0.

3 Stability and parameter tuning in UAV formations
3.1 Signal boundedness in adaptive control
Control inputs are usually based on the appropriately 
defined and easily computable system errors. Since it is 
important to assure bounded outputs for bounded inputs, 
then the system error too should be bounded. A possible 
way is to introduce a dead zone function � e� �  to sup-
press parameter tuning of small errors, and to limit the 
tuning above a certain threshold, say e0.

3.2 Relations between stability and parameter tuning
Important results given in [21] for Lipschitz-continuous 
projection operator are presented to aid in formulation of 
the control laws. Let J(θ): Rn → R be a convex differentia-
ble function, �J �� �  is its gradient vector, and define the 
following sets: Ω0 = {θ : J(θ) ≤ 0} and Ω1 = {θ : J(θ) ≤ 1} for 
all t. Suppose that the parameter vector θ* belongs to the 
set Ω0 , then the projection operator is defined as in [21]:
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for J y JT� �� � � � � � � �0 0,  otherwise Proj(θ, y) = y. Then 
for any positive definite matrix Γ, it yields the relation:

� � ��� � � � �� � ��*
, .� �1

0Proj y y  (13)

The following result [22] is of conceptual impor-
tance for parameter tuning in adaptive controllers satis-
fying � �� � �Proj , .y  Starting from an initial condition 
� �0

0 0� � � �� ,  the parameter trajectory will remain in 
Ω1 for all time t > 0. For matrix parameter Θ, the projec-
tion operator is extended as � � �� � �Proj , .  In this sense, 
in the convex inequality for stability, the projection oper-
ator is extended as:

Proj Proj Proj� � � �, , , ., ,Y y yn n� � � � �� �� � �� �
1 1

 (14)

Let the control signal be u = −ΘTΦ(x) for a Hurwitz Am. 
The parameter estimation error is then defined as � � �� � ,  
and the error differential equation with a bounded distur-
bance is described as:

ˆ



46|Lantos and Kimathi
Period. Polytech. Elec. Eng. Comp. Sci., 69(1), pp. 43–52, 2025

� �e A B x d t d t dm
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max
 (15)

where e represents a local tracking error. A candidate 
radially bounded quadratic Lyapunov function,V e, �� �  is 
chosen in the form:
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and the time derivative is given as:
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where the trace term is simplified using the relation:
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Making in Eq. (17) the term inside the trace to be equal 
to zero, an adaptation law in Eq. (18) is arrived at where 
ΓΘ > 0 is positive definite weight, Φ(x) is weighting matrix, 
e is the error vector, P and B were described previously.
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According to [22], trajectories e(t) of the error dynamics 
enter in finite time into a compact set �

0 0
� E ,  i.e., Ω0 con-

tains E0 , and will remain there in the e, �� �  space. Notice 
that the inequality Eq. (17) can be written in the form:
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where Θj,max is the maximum allowable bound for the j-th 
column of Θ(t). It is evident that assuring bounded param-
eters can support the boundedness of signals.

A very simple consequence for a first order scalar actu-
ator model τu̇ = ucmd − u, where ucmd is a reference signal of 
the actuator, is if u u≤

max
 for a first order has to be satis-

fied then a function:
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2 2 2� �
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can assure that the conditions about the compact set Ω0 
are equivalent to u u≤ +

max
1 ε  and that for Ω1 then the 

condition is equivalent to u u£
max
.  Hence, starting with 

conservative limits � �u
max

,1 �  the actuator position 
will not exceed the preset limits ± umax.

4 Design of the control algorithm
The formation is assumed to be composed of homoge-
nous UAVs, whose topology is described using a directed 
graph with tree structure [23]. The formation is a distance 
consensus-based formation defined by a constant off-
set vector δp,i. Therefore, there exists p0 and v0 such that  
pi(t) − δp,i − p0(t) → 0 and vi(t) − v0(t) → 0 as t → ∞ and 
consequently, ((δp,i − δp, j )

T, 0T )T = Δi − Δj = Δij. The position 
and velocity of the i th UAV are pi(t) and vi(t) respectively, 
pi(∞) − p0(∞) = δp,i , vi(∞) = v0(∞) and Δij is a constant.

The local tracking error is then defined as:
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where the set Ni and the number ni are determined from the 
directed graph. If the local tracking error satisfies lim

t ie t��
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then the global tracking error xi(t) − x0(t) satisfies:
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This result is based on [1, 24]. Notice that Eq. (22) is equiv-
alent to the consensus state � �

0
1� �� ��n kk

 by defining 
a central location for the virtual leader in the formation.

The global tracking error definition together with the 
choice of Δ0 , while representing di = −bi + wi , results in the 
following relationships:
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The time derivative of the error can be expanded as:
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Using these relationships, a distributed model reference 
adaptive control [2] as postulated for multi-agent systems 
in [8], is given as:
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and with the inclusion of an integral term Wi , for suppress-
ing disturbances, it is written as:
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,  and the parameter tuning 

rules are defined from Eq. (18) as:
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The control law ui reveals that for consensus-based for-
mation, the state x Nj i∈  and the control uj of the neigh-
bors are necessary. Substituting Eq. (27) into Eq. (25) and 
making the necessary substitutions of the Eq. (11), while 
denoting the estimation errors as � � �i

T
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obtain the global error differential equation as:
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The control algorithm utilizes the local errors Eq. (21), 
and the adaptive gains k ij

T
1
, and Ωi

T , and the error integral Wi.

5 Simulation results
To verify the performance of the proposed control algo-
rithm, four homogenous fixed wing UAV vehicles were 
used in the simulations. Fig. 1 describes the directed graph 

topology of the fixed wing UAVs with respect to the vir-
tual leader, represented as 0.

The desired separation distances δp = (δp,1, δp,2, δp,3, δp,4 ) 
between the UAVs and the virtual leader are set as given 
in Table 1.

The weight of each UAV is mi = 20 kg and the gravita-
tional acceleration was taken as g = 9.81 m/s2. The other 
model parameters are CD0 0 02= . ,  wing area SAw = 1.37 m2, 
dynamic pressure ρ = 1.225 kg/m3, kn = 1, kd = 0.1, Vm = 4 m/s.

The initial states of the UAVs were taken as Vi(0) = (70, 
60, 40, 50) m/s, γi(0) = 0 rad, and ψi = 0 rad. The starting 
positions of each vehicle is given in Table 2.

Parameters of the controller were set as Q = [1, 0; 0, 1], 
η = 0.01, Γ = 0.5 × 10−3, k

2
0 005

*
. ,=  δ = 0.01. The closed 

loop poles were placed at eig = (−2, −1)T, and the matri-
ces Am, Bm, P, and e0 were computed as discussed previ-
ously. The projection bound is set as θm = 1 and tolerance as 
εθ = 0.1. Table 3 shows the tunable parameters for the forma-
tion control algorithm, where 'X' means that the parameter 
is adaptively tuned. The set of tunable parameter options 
can be selected and activated in various combinations.

5.1 Formation control simulation in nominal case
In this simulation experiment, it was assumed that there 
are neither disturbances nor model perturbations present 

ˆ ˆ

ˆ ˆ

ˆ ˆ˙

ˆ ˆ˙

ˆ

ˆ ˆ

Table 1 Desired formation distance configuration

δp,i Distance

1 (0, 100, 0)

2 (−100, 0, 0)

3 (0, −100, 0)

4 (100, 0, 0)

Table 2 Initial UAV position states

UAV Position (x, y, z)

1 (0, 200, 95)

2 (0, 60, 90)

3 (0, −200, 70)

4 (0, −60, 80)

Table 3 Set of tunable parameters

Wi

Nominal – X X

Disturbed case without tuning X – –

Disturbed case with tuning X X X

k ij
T
1 Ωi

Tˆ

Fig. 1 Directed graph topology of the UAV swarm
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affecting the system, and the feedback gain computed from 
the placement of the desired closed loops k ij

T T
1

2 3� � �� �,  
is a matrix of appropriate dimension.

Fig. 2 shows the trajectories of the UAVs' position in 
3D space, and their convergence to the desired formation 
topology. Fig. 3 shows the corresponding position tracking 
errors, and the velocity tracking errors are shown in Fig. 4. 
The tracking errors converge to zero after about 5 s, and 
this represents the control time for the UAVs to converge 
to the desired formation.

In Fig. 5, the evolution of the model parameters is 
shown where it can be observed that the velocity, Vi of all 
the UAVs converges to that preset for the virtual leader 
of 60 m/s, and the model angles γ and ψ converge to zero 
radians respectively. The control input for each vehicle is 
shown in Fig. 6.

5.2 Disturbed case without tuning
In this simulation experiment, the system was subjected to 
external disturbances and parameter perturbations. The dis- 

turbances affecting each of the vehicles are approximated 
using bounded continuous-time functions and their values 
are given in Table 4.

Fig. 2 3D position trajectories of the UAVs

Fig. 3 Position tracking errors

Fig. 4 Velocity tracking errors

Fig. 5 Evolution of model parameters

Fig. 6 Acceleration level input
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The model perturbation parameters, α were set as 
αi = (0.15, 0.10, −0.15, 0.10) where negative value imply 
the parameter is less than the nominal value as specified. 
The nominal control was used as in the previous case.

The numerical simulation results are shown in 
Figs. 7 to 11. The 3D positions trajectories in Fig. 7 show 
the convergence of the vehicles to the desired formation, in 
spite of the disturbed dynamics. The position and velocity 
tracking errors shown in Fig. 8 and Fig. 9 are almost con-
vergent with small perturbations noticed along the z axis.

The evolution of the dynamic parameters is not conver-
gent as seen in Fig. 10 however, the effect of the disturbances 

and uncertainties are bounded. The acceleration level input 
is shown in Fig. 11. This experiment shows that the nomi-
nal control based on model reference adaptive control was 

Table 4 External disturbances

UAV d(x, y, z) d(V, γ, ψ)

1 (2Ct , 1.5Ct , −0.5Ct ) (1.5St , 0.8Ct , 0.8Ct )

2 (2St , 3St , −St ) (2St , 0.75St , 0.75St )

3 (3Ct , Ct , −Ct ) (3St , 0.5Ct , 0.5Ct )

4 (1.5St , 2St , −0.5St ) (St , Ct , Ct )

Fig. 7 3D position trajectories in this scenario

Fig. 8 Position tracking errors

Fig. 9 Velocity tracking errors

Fig. 10 Parameter trajectories of the dynamic model

Fig. 11 Acceleration control input



50|Lantos and Kimathi
Period. Polytech. Elec. Eng. Comp. Sci., 69(1), pp. 43–52, 2025

able to uniformly bound the disturbances, while still steer 
the vehicles to converge the desired formation shape.

5.3 Disturbed case with tuning
The control law used is that in Eq. (27), with the tuning of 
the adaptive parameters k ij

T
1  and Ωi

T  using Eq. (28) and 
Eq. (29), and the parameters of the embedded feedback 
error integral were set as τi = (0.3, 0.4, 0.2, 0.5), and a = 2.

The position trajectories are shown in Fig. 12, and the 
tracking errors are shown in Fig. 13 and Fig. 14 respec-
tively. Due to the presence of tuning of the parameters, 
and the inclusion of the feedback error integral term, there 
was a significant reduction of the perturbations on the sys-
tem kinematics. The evolution of parameter adaptation of 
k ij
T
1  and Ωi

T  are shown in Fig. 15 and Fig. 16 respectively, 
and all settle to constant values.

The evolution of the dynamic parameters is shown in 
Fig. 17. The dynamic parameters settle within an acceptable 
steady-state range. The control variable for the formation 

tracking is shown in Fig. 18. The acceleration level system 
control input is high due to the integral action, but still fits 
into theoretical bounds associated with flight control; these 

ˆ

ˆ

Fig. 12 3D position trajectories in this scenario

Fig. 13 Position tracking errors

Fig. 14 Velocity tracking errors

Fig. 15 Adaptive formation gains

Fig. 16 Adaptive estimate of parameter uncertainties
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values should not be confused with the vehicle's accelera-
tions, which are the time derivatives of body velocities.

Although the dynamics parameters do not accurately 
settle to those of the virtual leader, the kinematic errors 
head to zero. We have demonstrated that the control strat-
egy bounds the states of the system, and performs well in 
forming and maintaining the prescribed formation shape 
of the UAVs even under the presence of disturbances, and 
parameter variations affecting the vehicles.

6 Conclusion
This paper has presented the formation control of fixed 
wing unmanned aerial vehicles based on the distributed 

model reference adaptive control. Consensus-based prin-
ciples were applied to stabilize the multi-agent vehi-
cle system in the presence of unstable double integrator 
dynamics. Due to this, an initial stabilization was done 
using state feedback. Simulation results presented show 
the effectiveness of the proposed control strategy to form 
and maintain a prescribed formation during tracking of 
the group's reference trajectory. The inclusion of an inte-
gral error control component dependent on the tracking 
errors guaranteed an improved suppression of the distur-
bances effect on the formation system.

Fig. 17 Evolution of the dynamic model parameters
Fig. 18 Acceleration control input
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