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Abstract
Inverse kinematics is a central problem in robotics, and its 
solution is burdened with kinematic singularities, i.e. the 
task Jacobian of the problem is singular. A subproblem of the 
general inverse kinematics problem, the inverse positioning 
problem is considered for spatial manipulators consisting of 
revolute joints, and a regularization method is proposed that 
results in a regular task Jacobian in singular configurations as 
well, provided that the manipulator’s geometry makes move-
ment in singular directions possible. The conditions of regu-
larizability are investigated, and bounds on the singular values 
of the regularized task Jacobian are given that can be used to 
create stable closed-loop inverse kinematics algorithms. The 
proposed method is demonstrated on the inverse positioning 
problem of an elbow manipulator and compared to the Damped 
Least Squares and the Levenberg-Marquardt methods, and it 
is shown that only the proposed method can leave the singular 
configuration in the singular direction.
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1 Introduction
Inverse kinematics in general means finding the joint vari-

ables of the robot required to reach the desired position and (or) 
orientation of a specific point or frame of the robot, for example 
the frame attached to the end effector [1-3]. In most industrial 
applications the analytical inverse is used, but the analytical 
solution to the inverse kinematics problem only exists for 
manipulators with special architecture. 

For general architectures, e.g. redundant manipulators [4], 
the differential inverse kinematics algorithm should be used 
that calculates the required joint velocities for the desired end 
effector velocities using the inverse of the analytical Jacobian 
of the manipulator’s forward kinematics map. However, the 
inverse kinematics problem is burdened with singular configu-
rations, in which the Jacobian matrix becomes singular. Singu-
larities get great attention in the literature, analysis of singular-
ities of robot manipulators is done e.g. in the works of Donelan 
[5, 6] and Kieffer [7]. 

Generally singularities are either avoided [8,9], or they 
are handled using numerical methods. Avoiding singularities 
results in robot motion that neglects some part of the work-
space, and the utilization of singular configurations (e.g. gain-
ing mechanical advantage in singularities) becomes impossible 
if singularities are avoided. 

A popular way to handle singularities is to use the Moore-
Penrose pseudoinverse   J       (J  J    )    −1   of the Jacobian  J  and modify 
the term  J  J      by adding  λI  with  I  being the identity matrix of 
appropriate size to make it invertible. This method is called the 
Damped Least Squares (DLS) method and used widely in the 
literature [10-14]. The main disadvantage of this method is that 
it regularizes the  (J  J     )  term instead of the Jacobian itself so the 
inverse will not be full rank, as it will be shown in Section 3. 

Another significant numerical method that works by slightly 
modifying the calculation of the inverse of the Jacobian is 
the Levenberg-Marquardt (LM) method [15]. A modified LM 
method was proposed by Sugihara [16], and it was shown that 
it has better performance than the numerical inverse kinematics 
schemes with similar complexity.1 EKIK Physiological Controls Group, Óbuda University, Budapest, Hungary
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However, the LM method also regularizes the  J  J      term in 
the pseudoinverse, so the inverse mapping is not guaranteed 
to be full rank, similarly to the case when the DLS method is 
applied. 

In this paper a method is discussed that handles singulari-
ties in the inverse positioning problem of serial revolute joint 
manipulators by regularizing the task Jacobian. The regular-
ization of the inverse positioning problem of planar manipu-
lators has already been discussed [17], while the spatial case 
was discussed in [18, 19]. The regularization method regular-
izes directly the task Jacobian and not its pseudoinverse, so 
the inverse mapping is guaranteed to be full rank, and motion 
in singular direction can be generated by the inverse kinemat-
ics schemes using the regularized Jacobian. The conditions of 
regularizability are given, and the numerical properties of the 
regularized Jacobian are investigated. 

In order to regularize the Jacobian, one needs a regulariza-
tion vector. A theorem is given that helps finding the regular-
ization vector, and a suitable regularization vector is given for 
elbow manipulators. The regularization of the inverse position-
ing problem of an elbow manipulator is demonstrated symbol-
ically and numerically. 

The mathematical background used in the work is briefly 
summarized in Section 2. The robot kinematics is described 
using the Lie algebra of rigid body motion. The positioning 
problem is discussed in Section 3, where we introduce the end 
effector Jacobian that is the analytical Jacobian of the forward 
kinematics map formulated using the Lie algebra of rigid body 
motion, and we discuss the singularities and the concept of reg-
ularization. 

The regularization method is generalized to the spatial case 
for manipulators with three revolute joints in Section 4. Note 
that manipulators with three revolute joints will be called 3R  
manipulators, while manipulators with  n  revolutejoints will be 
called  nR  manipulators throughout the paper. We give bounds 
on the singular values of the regularized Jacobian. We use these 
bounds to give a stable closed-loop inverse kinematics (CLIK) 
algorithm [20] in Section 5. 

We carry out simulations on an elbow manipulator perform-
ing tasks in which the manipulator has to move in and out of 
typical singular configurations. We use the CLIK algorithm 
[20] with the proposed regularization method, the DLS method 
and the modified LM method [16]. We show that only the pro-
posed method can move out of the initial singular configura-
tion if the manipulator has to move in a singular direction. For 
comparison purposes, the simulation is repeated with the initial 
configuration being regular, so that the DLS and LM methods 
give evaluable results. In this case, the proposed method gives 
similar results like the DLS and LM methods.

2 Kinematics
In this section we give a brief overview of the mathematical 

background of the work that can be found in [1, 2]. We define 
the Lie group of rigid body motions and its Lie algebra that 
consists of the generators of the motion. We connect the Lie 
group and Lie algebra to the robotics problem by describing 
the forward kinematics and forward velocity kinematics of the 
serial robots using these tools.

2.1 Lie group and Lie algebra of rigid body motions
In robotic applications we are interested in rigid body trans-

formations consisting of rotations and translations. Rotations 
are often represented as matrices describing the transformation 
between orthonormal right-handed coordinate frames, thus 
matrices representing rotations are from the Special Orthogo-
nal matrix group  SO (3)  =  {R ∈     3×3  : R  R     = I,  detR = 1}   
endowed with the matrix product as group operation. Transla-
tions are usually represented by three dimensional vectors. Thus 
a rigid body transformation can be described by a pair  (R, p)  with 
R Î SO(3)  describing the rotation and  p Î 3  describing the 
translation. In order to represent rigid body transformations as 
linear transformations, the homogeneous coordinates are used, 
i.e. the pair  (R, p)  is represented as the matrix 

g
R p

=








.

0 1

 
(1)

We will also use the notation  g = H (R, p)  emphasizing that 
the homogeneous matrix represents the rotation  R  and trans-
lation  p . The matrix  H (I, p)  with  I  being the  3× 3 identity 
matrix thus represents a pure translation, while  H (I, 0)  rep-
resents a pure rotation. Matrices  g = H (R, p)  form the Special 
Euclidean group SE H R p R SO p3 3

4 4 3( ) = ,( )∈ : ∈ ( ), ∈{ }×
  ,

endowed with the matrix product as group operation. The 
groups  SO(3)  and  SE(3)  are both Lie groups, thus they are 
differentiable as a manifold, so we can talk about their infini-
tesimal generators. 

Rotations can be written in the form of a matrix exponen-
tial R t= exp( )ω̂ , with ω̂  being a  3× 3 skew-symmetric matrix, 
and t  being a real number. In this sense, the skew-symmet-
ric matrices generate the Special Orthogonal group, and form 
the special orthogonal Lie-algebra so( )3 3 3= ∈ , = −{ }×ω ω ω� �ˆˆ ˆ  
with the Lie-bracket being the standard matrix commutator 
ω ω ωω ω ω1 2 1 2 2 1,[ ] = −ˆ ˆ ˆ ˆ ˆ ˆ . There is an isomorphism [21] (invertible 

linear transformation respecting the Lie-bracket) between the 
Lie-algebra of  so(3)  and the Lie-algebra of  3  with the cross 
product as the Lie-bracket. This isomorphism is given by
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Following the convention of Murray et al. [1], we will use 
the notation  ω  for vectors in  3, and ω̂  for skew-symmet-
ric matrices resulting from the vector  ω  using the isomor-
phism (2). Note that if  ω̂  is created from a unit vector  ω , then 
R t= exp( )ω̂   is the matrix describing the rotation around the 
axis   ω  with the amount of   t   radians. 

Rigid body transformations can also be written as a matrix 
exponential g t= ( )exp ξ̂ , with matrices ξ̂  in the form

ξ
ω

=









v

0 0
ˆˆ

                 
(3)

where  ω∈ so( )3ˆ , ν  3
 . Matrices like (3) form the Special 

Euclidean Lie-algebra se v so v( ) ( ) ( )3 3 3= , : ∈ , ∈{ }ω ω �ˆ ˆ  with 
the Lie-bracket being the standard matrix commutator. Similar 
to the case of  so(3) , there is an isomorphism between se(3)  
and  6

 , where  6  is endowed with the Lie-product ×6 :

v v v v
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with  ν1 , ν2 , ω1 , ω2  3. The isomorphism is given by

ξ
ω

ξ
ω

=
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
.

v v
0 0

ˆ ˆ
(5)

Similar to the convention in Murray et al. [1], we will use 
the notation  ξ  for the vector   (  v    ,  ω     )      and ξ̂  for the matrix 
created from  ξ  defined by the isomorphism (5). We will call 
the vector  v  the linear velocity generator, the vector  ω  the 
angular velocity generator, while  ξ  the generator of the rigid 
body motion. In screw theory the generators  ξ  are called twists 
[1], in line geometry, they are called the Plücker coordinates of 
a line [2], with  ω  being the direction vector of the line, and  
v  being the moment of the line. In the remaining of the paper, 
we do not consider general screw motions, only work with 
translational and rotational generators, i.e. either  ω = 0 , or if 
ω ≠ 0 , then  ω ⊥ v . 

Changing the coordinates of a generator  ξ  can be carried out 
using the Adjoint transformation. If the generators are written 
as matrices, then the motion generator ξ̂  after the coordinate 
transformation  g = H (R, p)  is Ad g ggξ ξ= −1ˆ ˆ . If the generator 
is written as a vector, then the motion generator  ξ  after the 
coordinate transformation  g = H (R, p)  is

Ad
R pR

RH R p( ), =








 .ξ ξ

0
ˆ

(6)

The Adjoint transformation is a Lie-algebra automorphism 
[21], i.e. it is an invertible linear transformation between iden-
tical vector spaces that respects the Lie-bracket. It follows that 
the matrix in (6) is always full rank for any transformation 
g = H (R, p)  SE(3) .

2.2 Serial manipulator kinematics
In robotics, the generators can be used to describe the motion 

of the joints of a manipulator. Choose a reference (fixed) coor-
dinate frame, called the spatial frame. We will write every quan-
tity (if not stated otherwise) in this spatial frame. Choose a joint 
configuration of the manipulator in which the joint variables 
will be zero. We call this configuration the home configuration 
following Murray et al. [1]. Note that this configuration is called 
the reference configuration in Selig’s book [2]. Assign a motion 
generator to each of the joints using the following rules: 

• If the joint is a rotational joint, its direction vector is the 
unit vector  ω , and  q  is an arbitrary point on the joint axis, 
then its motion generator is   ξ = (  ( − ω × q  )    ,  ω     )     . 

• If the joint is a prismatic joint, its direction vector 
being the unit vector  v , then its motion generator is 
 ξ =  (  v    ,  0     )     .

Let  g(0)  be the homogeneous transformation matrix defin-
ing the transformation between the spatial frame and the frame 
attached to the end effector of the manipulator in the home 
configuration. Let the manipulator have  n  joints, let  ξi  be the 
motion generator and  θi  be the joint variable of the ith joint for  
i = 1, 2,…, n , and let   θ =  (  θ  1  ,  θ  2  , … ,  θ  n   )   

  . Then the transfor-
mation between the spatial frame and the end effector frame is 
defined by the product of exponentials formula 

g gn n( ) exp( )exp( ) exp( ) ( )θ ξ θ ξ θ ξ θ= ⋅ ⋅ .1 1 2 2 0…ˆ ˆˆ (7)

This formula is the solution to the forward kinematics 
problem. 

The motion generators of the manipulator given in this way 
also define the relationship between the joint velocities and the 
velocities  (ν0 , ω0 )  in the home configuration:
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the matrix  J s (0)  being the spatial manipulator Jacobian in 
the home configuration. The columns of the spatial manipulator 
Jacobian in a general joint configuration  θ  can be calculated 
using the Adjoint transformation

J s nθ ξ ξ ξ( ) = ′ ′ ′( )1 2


 
(9)

′ = .
− −

ξ ξξ θ ξ θ ξ θi iAd
i iexp( )exp( ) exp( )1 1 2 2 1 1…ˆ ˆ ˆ (10)

The angular velocity  ω0  defined in (8) is the angular veloc-
ity of the frame attached to the end effector of the manipulator, 
however the linear velocity  ν0  given in (8) is not the linear 
velocity of the end effector, but the linear velocity of the (not 
necessarily real) point of the rigid body moving through the 
origin of the spatial frame, also being emphasized in Murray et 
al. [1]. Thus the range space of the spatial manipulator Jacobian 
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is the linear velocity of the point at the origin of the spatial 
frame and the angular velocity of the end effector frame both 
defined in the fixed spatial frame. 

If we transform the motion generators into the frame attached 
to the end effector, we get the body manipulator Jacobian that 
can be calculated using the Adjoint transformation as 

J Ad Jb
g

s
( ) ( )

( )
θ θθ= −1   (11)

with  g(θ )  being the solution of the forward kinematics prob-
lem in the joint configuration  θ  given by (7). The range space 
of   J   b   is the linear velocity of the end effector frame origin and 
the angular velocity of the end effector frame, both defined in 
the end effector frame.

3 The positioning subproblem
3.1 The task Jacobian

A typical problem in robotics is to find the joint variables 
necessary to reach the desired end effector position. The prob-
lem can be solved locally in terms of velocities: given the 
desired end effector velocity, one needs to find the required 
joint velocities. The problem can be solved using the linear 
velocity generators assigned to the joints. The linear velocity 
generator component of a motion generator  ξ  will be denoted 
by  ξV , and the matrix of linear velocity generator components 
of the Jacobian   J   s   will be denoted by   J  V  s   , that consists of the first 
three rows of   J   s  . 

The linear velocity generators of the columns of the spatial 
manipulator Jacobian describe the linear velocity of the point 
at the origin of the spatial frame and not the linear velocity of 
the end effector frame. However, for the inverse positioning 
task, the linear velocity generators of the end effector frame 
are needed. This problem can be solved in two ways: either 
use the body Jacobian, however in this case every velocity has 
to be given in the end effector frame, or use the action point 
transformation [17] to redefine the action point of the velocity 
generator. 

Let  ξ  be a motion generator associated to a robot joint (i.e. 
some column of the spatial Jacobian), and  p  be the position 
vector of a point on the rigid body moved by the robot joint. 
Then 

′ = ,−ξ ξAd
( )H I p (12)

is the motion generator whose linear velocity generator com-
ponent ( ′ξV ) describes the linear velocity of the point  p  in the 
spatial frame. The transformation (12) is called the action point 
transformation, that can be written regarding only the linear 
velocity generator of the result as [17] 

′ = + ×v v pω (13)

provided that ξ ν ω= ,( )
    and ′ = ′ ,ξ ν ω( )

    (note that the 
action point transformation leaves the angular velocity gener-
ator unaffected). 

Using the action point transformation, we define the end 
effector Jacobian   J   e  , whose columns are the linear and angular 
velocity generators of the end effector frame given in the spa-
tial frame. If  p(θ)  is the position vector and  R(θ)  is the matrix 
describing the orientation of the end effector frame in the joint 
configuration  θ  given in the spatial frame, then the end effec-
tor Jacobian can be calculated as 

J Je
H I p

s
( ) Ad ( )

( ( ))
θ θθ= ,− (14)

or 
J Je

H R
b

( ) Ad ( )
( ( ) )

θ θθ= .,0 (15)

Theorem 1.  The ranks of the spatial manipulator Jacobian   
J  s(θ) , body manipulator Jacobian  J  b(θ)  and the end effec-
tor Jacobian  J  e(θ)  are identical in every joint configuration 
θ   n

 .

Proof. The matrices are connected by Adjoint transformations 
as defined by the formulas (11), (14) and (15). Since the Adjoint 
transformations are Lie-algebra automorhpism, they are invert-
ible, thus leave the ranks of the matrices unchanged.               W

The task Jacobian of the inverse positioning problem is thus 
the Jacobian   J  V  e    that consists of the linear velocity generators of 
the end effector Jacobian. For the sake of simplicity, we will 
also use the notation  J : =  J  V  e    later in the article.

3.2 Singular configurations
In a certain configuration  θ   n

 , the local solution of the 
inverse positioning task lies in finding the  θ   joint velocities 
required for the desired end effector motion   v  e    , i.e. by solving 
the linear system of equations

v Je = ( )θ θ  (16)

which is the first-order approximation of the motion of the end 
effector, that is the first-order approximation of the Taylor-se-
ries of the forward kinematics map at the joint configuration   
θ . If the equations in (16) become linearly dependent, i.e. J  
drops rank, then we call that situation a singular configuration. 
In this configuration, first-order motion in some directions 
(called the singular directions) is not possible. The robot can 
also withstand theoretically infinite forces or torques acting 
from the singular directions. However, higher-order motion 
may be possible in that direction. There are four cases:

1. Motion in singular direction results in continuous joint 
path but infinite joint velocity, see e.g. Fig. 1. 

2. Motion in singular direction results in discontinuous joint 
path, see e.g. Fig. 2. 

3. Motion in singular direction is not possible; in the current 
configuration, motion is constrained to a lower dimen-
sional manifold, see e.g. Fig. 3. 

4. Motion in singular direction is not possible in any 
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configuration (trivial singularity), e.g. translation parallel 
to the joint axis of a planar manipulator. This singularity 
can be excluded by the appropriate formalization of the 
task space.

In the first two cases, motion in singular direction is possi-
ble, however the solution of (16) does not contain motion com-
ponent in that direction, so motion in singular direction can not 
be generated as the solution of the system of equations. 

A typical solution to overcome singularities is to use the 
Moore-Penrose pseudoinverse of the task Jacobian to solve the 
system of equations (16), i.e. calculate the joint velocities as 

θ = −J JJ ve
 

( )
1 (17)

and regularize the term  J  J      by adding the distortion term  λI . 
The resulting pseudoinverse is    J      (J  J     + λI)   −1  , and this is 
called the Damped Least Squares (DLS) method. However, 
application of the DLS method does not necessarily result in 
motion in singular direction, since the mapping   J     (J  J     + λI)  is 
still rank deficient. This can be shown by using the theorem on 
matrix product ranks: the rank of a matrix product can not be 
greater than the rank of the terms in the product, so the rank of 
the inverse mapping can not be greater that the rank of  J . As a 
consequence of this rank deficiency, if the desired end effector 
velocity is a vector from the singular direction, then the DLS 
method will generate no end effector motion. 

Fig. 1 Motion of a planar arm in the direction denoted by the arrow. The 
direction is singular in the initial configuration of the robot (at t = 0), however 

motion is possible with continuous joint paths, but the joint velocities are 
infinite at the singularity (the tangents of the joint paths are vertical at  t = 0).

Fig. 2 Motion of an elbow manipulator in the direction denoted by the arrow. 
The direction is singular in the initial configuration of the robot (at  t = 0), 
and the arm has to take a  −π ⁄ 2  turn in its first joint to make motion in the 
desired direction be possible, so the joint path of  θ1  is discontinuous at the 

singularity (at  t = 0).

Fig. 3 A fictive manipulator in a singular configuration; the end effector can 
not reach the points in plane  P  except for the points on arc  C .

3.3 Regularization of the inverse positioning 
problem

However, if the matrix  J  was regularized instead of the term  
J  J     , then the inverse mapping would be full rank. A regulariza-
tion method was proposed in [17] for the inverse positioning 
problem of planar manipulators that regularizes the task Jaco-
bian. The concept of the regularization lies in perturbing the 
action point of the velocity generators by virtually translating 
the end effector in the direction  r  at the distance  γ . The infin-
itesimal motion of the new point will be approximately the 
same as the infinitesimal motion of the original end effector 
point, however its linear velocity generators will be linearly 
independent. 

Fig. 4 shows the concept of the regularization for the planar 
case. Fig. 4(a), shows the planar manipulator,  q1  and  q2  being 
points on the two joint axes of the manipulator, the joint axes 
being perpendicular to the plane of the robot,  p(0)  being the 
position vector of the end effector in the home configuration, 
and  l1  and  l2  being the lengths of the segments of the robot.

Fig. 4 Illustration of the regularization of the inverse positioning problem of a 
planar manipulator. (a) The geometrical parameters of the planar manipulator. 
(b) The linear velocity generators in the singular configuration, the generators 

are parallel. (c) Translating the action point in the direction r  at distance γ, 
the new linear velocity generators are linearly independent.

The linear velocity generator assigned to a joint and the 
point  p(0)  can be geometrically visualized as a vector with 
its direction vector being the tangent of the circle on which the 
joint moves the point  p(0)  at the point  p(0) , and its magnitude 
being the distance of the point  p(0)  and the joint axis. The 
linear velocity generators of the end effector assigned to the 
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joints are the  ν1  and  ν2  vectors in Fig. 4(b). In this example, 
the points  q1 ,  q2  and  p(0)  are collinear, thus the linear veloc-
ity generators  ν1  and  ν2  are parallel. The singular direction is 
perpendicular to the linear velocity generators, represented by 
the vector pointing in the  − x  direction in Fig. 4(b). 

However, if the end effector point is replaced in the direction 
r  at distance  γ  as in Fig. 4(c), then the linear velocity gener-
ators of the new point (the red point in Fig. 4(c)) will be lin-
early independent. If the new point is considered to be rigidly 
attached to the end effector, then the infinitesimal motion of the 
perturbed point will be approximately the same as the infinites-
imal motion of the end effector. This method is called the reg-
ularization method [17], and the Jacobian containing the linear 
velocity generators of the new point is the regularized Jacobian  
J reg. This Jacobian can be used instead of  J  to solve (16). 

In the spatial case, the regularization can be defined simi-
larly: the action point of the linear velocity generators of the 
end effector Jacobian is translated in the direction  r  at the dis-
tance  γ  to get the regularized Jacobian 

J J
VH I r

ereg

( )
Ad= .,−






γ

 (18)

Note that with the  V  subscript we denote choosing the linear 
velocity generator components, i.e. the first three rows of the 
matrix (or a generator  ξ ). We will also use the  Ω  subscript to 
denote choosing the angular velocity generators, i.e. the last 
three rows of the matrix (or a generator  ξ ). 

The regularizability in the spatial case is further analyzed in 
the next Section.

4 Regularizability of the inverse positioning problem
Definition 1. The inverse positioning problem of a spatial 
manipulator is regularizable in a joint configuration  θ Î 3  if 
there exists  r Î 3  and  γ Î 3  such that 

J J
VH I r

ereg

( )
( ) Ad ( )θ θγ= ( ),− (19)

is full rank. 
Since the subscript  V  in (19) denotes choosing the linear 

velocity generators, we only have to consider the resulting 
linear velocity generators while calculating  J reg . The action 
point transformation considering only linear velocity generator 
of the result acts as in (13), thus the regularized Jacobian can 
be written as 

J v v vn
reg reg reg reg= 








1 2
 (20)

v v r i ni i
e

i
ereg = + × , = , , , .γω 1 2 (21)

Utilizing the notations 
J v v vV
e e e

n
e= 








1 2
 (22)

and 
J e e e

n
e

Ω =






ω ω ω

1 2
 (23)

and introducing the notation   J  Ω  e   × r  to denote columnwise vec-
tor product, i.e. 

J r r r re e e
n
e

Ω × = × × ×( ),ω ω ω
1 2

 (24)

we can write the regularized Jacobian as 

J J J rV
e ereg = + × .γ Ω (25)

Definition 2. A vector  r Î 3  is called a regularization vector 
if it regularizes the inverse positioning problem, i.e. the matrix 
in (19) is full rank for some  γ Î 3

 .

Determining the regularization vector for a given problem is 
crucial if we want to carry out regularization according to (19). 
Next, we prove, that the regularization vector needs to have a 
component from the image space of the task Jacobian.

Theorem 2.  Any regularization vector has a component that is 
in the image space of the task Jacobian.

Proof. Since the regularized Jacobian is 

J J J rV
e ereg = + × ,γ Ω (26)

its range space has the property 

Ran Ran Ran
regJ J J rV

e e⊆ ∪ ×( )Ω (27)

where ∪  is the subspace union. Suppose indirectly, that  
r ∉ Ran  J  V  e   . Note that this implies  r ≠ 0 , since the zero vector 
is element of every subspace. Since   J  Ω  e   × r  is orthogonal to  r ,  
r ∉ Ran ( J  Ω  e   × r)  , and  r ∉ Ran  J   reg   follows because  r  is not in 
any subspace on the right-hand side of (27). This implies that 
J reg is not full rank, that contradicts with the statement that  r  is 
a regularization vector.                 W

In the following theorem we give a necessary condition for 
regularizability. 

Theorem 3.  If the task Jacobian of a 3R manipulator is regu-
larizable, then the end effector Jacobian is full rank.

Proof. Since the regularized Jacobian by definition is 

J J
VH I r

ereg

( )
Ad= ,,−






γ (28)

it can be written as 
J JV H I r

ereg

( )
Ad= ,,−π γ (29)

where  πV  is the projector matrix 

πV =















.

1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

(30)

Since the rank of  J reg  can not be greater than the mini-
mum of the rank of the matrices in the right-hand side of 
(29), and   rank  π  V   = 3 , while   rankAd  H(I,−γr)   = 6  (since Ad 
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is an automorphism of six-dimensional vector spaces), and 
rank J e ″ 3≤ 3, the rank of   J   reg   is 

rank min rank Ad rank
reg

( )
J JV H I r

e≤ , ,
=

,−

=













π γ

3 6

��� �� � �� ��








= .rank J e

(31)

So  rank  J   reg  = 3  implies that  rank  J   e  = 3 .              W

There are three classes of 3R manipulators whose spatial 
(i.e. three-dimensional) inverse positioning problem is never 
regularizable. The first class consists of the planar manipulators 
that can only move in a plane, the second class consists of the 
manipulators with all the three joint axes intersecting in a point 
and the third (not necessarily disjoint from the previous) class 
consists of manipulators that have their end effector frame ori-
gin on the last joint axis. The positioning subproblem of these 
manipulators is always two-dimensional [22], thus we exclude 
these manipulators from further analysis. Note that the manip-
ulators with intersecting joint axes or with their end effector 
frame origin being on the last joint axis are usually used to 
solve the inverse orientation problem [22]. The task Jacobian 
of the 3R manipulators that do not belong to the excluded 
classes may be regularizable with the appropriate choice of the 
regularization vector.

Theorem 4.  The position  p  of the end effector frame origin lies 
on the third joint axis  ω3  if and only if   v  3  

p  = 0 .

Proof. The linear velocity generator is   v  3  
p  =  ω  3   × (p −  q  3   )  (by 

the definition and the application of the action point transfor-
mation [17]), where  q3  is a point on the joint axis, but since   
v  3  

p  = 0 , the equality   ω  3   × (p −  q  3   )  = 0  holds. This equality 
means that  λ  ω  3   = (p −  q  3   )  for any  λ Î 3

 , that can be rear-
ranged to get  p = λ  ω  3   +  q  3   , which means that  p  is on the third 
joint axis. The opposite direction of the proof is done by revers-
ing the proof.                  W

So if the end effector frame origin is not on the last joint 
axis, then   v  3  

e  ≠ 0 . Next we investigate the kernels of the Jaco-
bian   J  V  e    in the following two Lemmas.

Lemma 1.  The joint axes of a 3R manipulator intersect at the 
same point if and only if there exists a point such that if this 
point is considered the end effector point   p(θ) , then the end 
effector Jacobian is   J  V  e   = 0 .

Proof. If the joint axes of the manipulators intersect at some 
point   q  1   (θ )  =  q  2   (θ )  =  q  3   (θ )  : = q(θ)  in the joint configura-
tion  θ Î 3

 , while the end effector position is chosen to be  
p(θ )  : = q(θ) , then the linear velocity generators are defined by 

v p qe e
1 1 1

0( ) ( ) ( ( ) ( ))θ ω θ θ θ= × − = (32)

v p qe e
2 2 2

0( ) ( ) ( ( ) ( ))θ ω θ θ θ= × − = (33)

v p qe e
3 3 3

0( ) ( ) ( ( ) ( ))θ ω θ θ θ= × − = , (34)

so the linear velocity generators are all zero, thus   J  V  e   = 0 . 
Suppose that there exists a point such that   J  V  e   = 0  in the joint 

configuration  θ Î 3  if that point is chosen to be the end effec-
tor point. Let this point be  p(θ) . Since   J  V  e   = 0 , this implies that 
(32)-(34) hold. So for every joint  i ∈ {1, 2, 3} , either   ω  i  

e  (θ)  
is parallel to  (p(θ )  −  q  i   (θ ) )  or  p(θ )  =  q  i   (θ) . If  p(θ )  =  q  i   (θ)  
that means  p(θ)  is on the ith joint axis. If   ω  i  

e  (θ)  is parallel to  
(p(θ )  −  q  i   (θ ) )  that also mean  p(θ)  is on the  i th joint axis, since   
q  i   (θ)  is on the ith joint axis. So  p(θ)  is a point on all joint axes, 
thus the joint axes intersect in the same point that is exactly  
p(θ) .                  W

The consequence of this Lemma is that the rank of the task 
Jacobian is always greater than zero if the joint axes of the 
manipulator do not intersect at the same point, and this prop-
erty is invariant of the action point transformation. 

Next we show, that if the end effector Jacobian is full rank, 
then there is no nonzero vector that is in the kernel of both   J  V  e    
and   J  Ω  e   . 

Lemma 2.  If   J   e   is the end effector Jacobian of a 3R manipula-
tor, and  rank  J   e  = 3 , then there exists no nonzero  τ ∈     3  , such 
that  τ ∈ Ker  J  V  e    and  τ ∈  Ker  J  Ω  e   . 

Proof. Suppose indirectly, that there exists a nonzero  τ ∈     3   , 
such that both  τ ∈ Ker  J  V  e    and  τ ∈ Ker  J  Ω  e    hold. Since the end 
effector Jacobian is 

J
J
J

e V
e

e
= ,















Ω

(35)

it follows that  τ  is in the kernel of   J   e  , since 

J
J
J

J
J

e V
e

e

V
e

eτ τ
τ
τ

= =








 =








 = ,















Ω Ω

0
0

0 (36)

which implies that   J   e   is not full rank, that is a contradiction.  
                  W

Next, we define the  Q  matrix that will be useful in the proof 
of Theorem 5 as 

Q J J J JV
e e e

V
e= + .








1

2
( ) ( )

 
Ω Ω (37)

An invariant bilinear form of the special Euclidean Lie-alge-
bra is the reciprocal product 

ξ ξ ω ω
1 2 1 2 2 1
 = + . v v (38)

The reciprocal product is nondegenarate, i.e. there exists no 
nonzero  ξ'  such that   ξ'   ξ = 0  for every  ξ ∈     6  . The recip-
rocal product of two rotational generators is zero if and only if 
their axes of rotations are parallel or they intersect in a point [2].



286 Period. Polytech. Elec. Eng. Comp. Sci. D. A. Drexler

It can be shown with direct calculation that for  3R  manipu-
lators the matrix in (37) can also be written as 

Q

e e e e

e e e e

e e e e

=
















1

2

0

0

0

1 3

1 2 2 3

1 3 2 3

ξ ξ ξ ξ
ξ ξ ξ ξ
ξ ξ ξ ξ

1 2 

 

 


(39)

with   denoting the reciprocal product defined by (38). Note 
that if the 3R manipulator is a planar manipulator (all joint axes 
are parallel), or all of its three joint axes intersect in the same 
point (the manipulator is spherical), then  Q = 0 .

However  Q = 0  may also occur if two of the joint axes are 
parallel, while the third joint axis intersects the other two joint 
axes, which is the case e.g. if an elbow manipulator is in a 
corank two singular configuration (in a configuration where the 
rank of the Jacobian drops by two, see e.g. the second manipu-
lator in Fig. 5, or the manipulator in Fig. 6).

Lemma 3.  The Q matrix has the following properties: 
1. det ( )( )( )Q e e e e e e= ξ ξ ξ ξ ξ ξ

1 2 2 3 1 3
   .

2. If  Q ≠ 0 , then  rank Q ≥ 2 . 

Proof. 
1) The determinant of the matrix (39) can be written as

det ( ( )( ))

((

Q e e e e e e

e e e

= − −

+

1

2
0

1

2

1 2 1 3 2 3

1 3 1 2

ξ ξ ξ ξ ξ ξ

ξ ξ ξ ξ

  

    
ee e e

e e e e e e

)( ) )

( )( )( )

ξ ξ

ξ ξ ξ ξ ξ ξ

2 3

1 2 2 3 1 3

0

  

−

= .

(40)

2) If any element of the Q matrix is not zero, then it has two 
columns with different coordinates that are zero (because of 
the zero diagonal of the matrix), and different coordinates that 
are nonzero (because of the nonzero element of the symmetric 
matrix), so they are linearly independent, which implies that 
the rank of the matrix is at least two.	 	 										W

Lemma 4. Let  Q ≠ 0  be a  3 × 3  symmetric real matrix with 
zero elements in the diagonal, and  S  be a proper subspace of  3 
with  dim S ≤ 2 , and  λ ∈     3  . Then the solution of the quadratic 
equation  < Qλ, λ > = 0  restricted to  S  is one of the following: 

1. A line passing through the origin. 
2. The origin. 
3. Two lines passing through the origin.

Proof. Let   P  S    be the orthogonal projection to the subspace S , 
then  dim S ≤ 2  implies  rank  P  S   ≤ 2 . The variables  λ  restricted 
to  S  are   P  S   λ , so the equation  < Qλ, λ > = 0  restricted to  S  can 
be written as 

< , >=< , >= .QP P P QPS S S Sλ λ λ λ 0 (41)

Introducing   Q  S   =  P  S  
  Q  P  S   , the quadratic equation restricted 

to  S  becomes 
< , >= .QSλ λ 0 (42)

Since  Q ≠ 0  is symmetric with zero diagonal, its rank 
is at least two by Lemma 3, while  rank  P  S   ≤ 2 , so by the 
rank nullity theorem and the property of product rank, 
 1 ≤ rank  Q  S   ≤ 2 . Moreover,   Q  S    is also a symmetric real matrix, 
so its eigenvalues are real, and it is diagonalizable, i.e. it can be 
written in the form 

Q U US =
















κ
κ

1

2

0 0

0 0

0 0 0

 (43)

with  U  U     = I , and   κ  1  ,  κ  2   ∈  . Substituting this form into the 
quadratic equation results in 

λ
κ

κ λ U U
1

2

0 0

0 0

0 0 0

0

















= . (44)

Introducing the rotated variables    λ λ λ λ= ( )
1 2 3
, , ,


 defined as 

λ λ=U , the quadratic equation becomes 

1 2 3

1

2

1

2

3

0 0

0 0

0 0 0

0  







λ λ λ

κ
κ

λ
λ
λ

( )































= (45)

that reduces to 
κ λ κ λ1 1

2

2 2

2
0 + = . (46)

Note that since the vector 0 0
3

, , λ( ) ∉


S  (because  S  is at most 
two-dimensional), the subspace  S  after the transformation  U  is 
spanned by λ

1
0 0, ,( )  and 0 0

2
, ,λ( ) . 

Suppose that   κ  2   = 0 . In this case   κ  1   ≠ 0 , because   κ  1   = 0  
would imply   Q  S   = 0  that is a contradiction. The quadratic 
equation (46) reduces to κ λ

1 1

2
0 = , and the solution is λ

1
0= ,

� �λ2 ∈   that is a line passing through the origin. 
Suppose that   κ  1   = 0 . In this case   κ  2   ≠ 0 , because   κ  2   = 0  

would imply   Q  S   = 0  that is a contradiction. The quadratic 
equation (46) reduces to κ λ

2 2

2
0=  and the solution is � �λ

1
∈ , 

λ
2

0=  that is a line passing through the origin.
Suppose that   κ  1   ≠ 0  and   κ  2   ≠ 0 , and   κ  1    κ  2   > 0 , so they 

have the same sign. Then the only real solution to the quadratic 
equation (46) is the point  λ λ

1 2
0= =  that is the origin. 

Suppose that   κ  1   ≠ 0  and   κ  2   ≠ 0 , and   κ  1    κ  2   < 0 , so they have 
different sign. Then the only real solution to the quadratic equa-
tion (46)  λ κ κ λ

1 2 1 2
= ± −  is  that is the set of two lines pass-

ing through the origin. 
	 	 	 	 	 	 											W

The matrix  Q  can be zero if all the joint axis are parallel, 
all the joint axis intersect at the same point, or some joints 
intersect and are parallel, but not all. The latter situations are 
depicted in Fig. 5. 



287Regularization of the Inverse Positioning Problem 2017 61 3

For the manipulator in the top of Fig. 5, the geometrical 
parameters can be chosen as   ω  1   =  (1, 0, 0)     ,   ω  2   =  (0, 1, 0)   ,    
ω  3   =  (1, 0, 0)     ,   q  1   = 0 ,   q  2   = 0 ,   q  3   =  (0,  l  1  , 0)      and   p  0   =  
(0,  l  1   +  l  2  , 0)     . Direct calculation yields that the task Jacobian is 

J
l l l

V
e =

+























0 0 0

0 0 0

0
1 2 2

(47)

whose rank is one. It can be easily shown, that the other two 
manipulators in Fig. 5 also have  rank  J  V  e   = 1 . Note that if the 
end effector points are relocated appropriately, then the task 
Jacobians may have rank greater than one even with reciprocal 
joints.

Fig. 5 Manipulator architectures with joint configurations such that all joints 
are reciprocal, spherical and planar manipulators excluded

Theorem 5. Suppose that a 3R manipulator is not planar, its 
joint axes do not meet in a point and the end effector frame 
origin is not on the third joint axis. Then the inverse positioning 
problem of the manipulator is regularizable in the current joint 
configuration if and only if its end effector Jacobian   J   e   is full 
rank in that configuration.

Proof. If   J  V  e    is regularizable, then   J   e   is full rank because of The-
orem 3, so only the other direction needs to be proved. Suppose 
that   J   e   is full rank. Then the regularized Jacobian is 

J J J rV
e ereg

( )= + × ,γ Ω (48)

which is regular if and only if
J regλ = 0 (49)

implies  λ = 0 . It will be proved, that there exists  r ∈     3   and  
γ ∈  , such that (49) holds if and only if  λ = 0 . Note that  
λ = 0  is a trivial solution, and throughout the proof, all non-
zero  λ  will be analyzed, and it will be shown, that if  λ ≠ 0 , then 
for suitably chosen  r ∈     3   and  γ ∈  , (49) does not hold. 

Substituting (48) into the condition (49), it can be rephrased 
as   J   reg   is regular if and only if

J J rV
e eλ γ λ+ × =( )Ω 0 (50)

implies  λ = 0 . This condition can be further manipulated to get 
J J rV
e eλ γ λ= − × .( )Ω (51)

Because of the properties of the vector product, this equation 
holds if and only if

J rV
eλ, = 0 (52)

J JV
e eλ λ, =Ω 0 (53)

with ⋅,⋅  denoting the scalar product and for all λ  that is the 
solution of (52) and (53)

γ λ λ
λ

λ
= − , ×( )

×
sign ( )

( )

J J r
J

J rV
e e V

e

e
 





Ω
Ω

(54)

with J re
Ω
λ( )× ≠ 0.

Let   λ  V   ∈ Ker  J  V  e   . This implies that the left-hand side of 
(51) is   J  V  e    λ  V   = 0 , so ensuring  (  J  Ω  e    λ  V   )  × r ≠ 0  guarantees that 
(51) does not hold. Since the joint axes of the manipulator 
do not intersect at the same point,  dimKer  J  V   ≤ 2  by Lemma 
1. However, because of Lemma 2,   J  Ω  e    λ  V   ≠ 0  for any nonzero 
  λ  V   ∈ Ker  J  V  e   . Since  Ker  J  V  e    is a subspace, and its dimension is 
not greater than two, the set  {  J  Ω  e    λ  V   :  λ  V   ∈ Ker  J  V  e   }  is a plane, a 
line or a point containing the origin (in the last case it is the ori-
gin itself, however it only happens in the trivial   λ  V   = 0  case). If 
there exists   λ  V   ≠ 0 , then  r  needs to be chosen such that it has a 
nonzero component perpendicular to  {  J  Ω  e    λ  V   :  λ  V   ∈ Ker  J  V  e   },  that 
implies  (  J  Ω  e    λ  V   )  × r ≠ 0 , and (54) yields  γ = 0  (by substitut-
ing λ λ:= V ). So if there exists   λ  V   ≠ 0 , and  r  has a nonzero 
component perpendicular to  {  J  Ω  e    λ  V   :  λ  V   ∈ Ker  J  V  e   } , then choos-
ing  γ ≠ 0  guarantees that (51) does not hold for any nontrivial   
λ  V   ∈ Ker  J  V  e   . 

Let  S = (Ker  J  V  e    )   ⊥   be the orthogonal complement of  Ker  J  V  e   , 
i.e.  S  is a subspace of      3  ,  S ∪ Ker  J  V  e   =     3   and every vector 
from  S  is orthogonal to every vector from  Ker  J  V  e    . Thus any vec-
tor from      3   can be written as  λ =  c  V    λ  V   +  c  S    λ  S   , with   λ  V   ∈ Ker  J  V  e   ,    
λ  S   ∈ S  for some   c  V  ,  c  S   ∈  . 

Suppose that  dimKer  J  V  e   = 2 . This yields that  dimRan  J  V  e   = 1  
and  dim S = 1 , thus the set  {  J  V  e    λ  S   :  λ  S   ∈ S}  is a one-dimen-
sional subspace (a line passing through the origin) in the image 
space of   J  V  e   . However  r  also has a component in the image 
space of   J  V  e    because of Theorem 2, and since the image space 
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is one-dimensional, J rV
e
Sλ , ≠ 0  for any nonzero   λ  S   ∈ S  

and nonzero  r ∈     3  , thus (52) can not hold for any nonzero   
λ  S   ∈ S.  Since   J  V  e   (  c  V    λ  V   +  c  S    λ  S   )  =  c  S    J  V  e    λ  S   , this concludes the 
proof if  dimKer  J  V  e   = 2 . 

Now examine the case when  dimKer  J  V  e   < 2 . Note that if  
Q = 0 , then the manipulator has the architecture and joint 
configuration as one of the three examples in Fig. 5, thus 
 rank  J  V  e   = 1  yielding  dimKer  J  V  e   = 2  if the end effector points 
are located the same way as in Fig. 5. If the manipulator has the 
same architecture and joint configuration as one of the exam-
ples in Fig. 5, but the end effector point is located such that the 
rank of the task Jacobian is greater than one, then the end effec-
tor point can be relocated to have  rank  J  V  e   = 1 , so we get the  
dimKer  J  V  e   = 2  again. The vector we used to relocate the end 
effector point then can be subtracted from the regularization 
vector to get the same manipulator architecture after the reg-
ularization. So without the loss of generality, we may assume 
that if  dimKer  J  V  e   < 2 , then  Q ≠ 0 . 

Notice that because of the definition of matrix transpose, 
(53) can be rearranged to get 

λ λ, = .( )J JV
e e

Ω 0 (55)

Since in a homogeneous quadratic form the matrix can be 
replaced with its symmetrical part, (55) can be written as 

λ λ, / + = ,





1 2 0( ) ( )J J J JV

e e
V
e e 

Ω Ω (56)

and because of the definition of  Q , this equation simplifies to 
the quadratic form 

λ λ, = .Q 0 (57)

Suppose that  dimKer  J  V  e   = 1 . Then the condition (52) 
becomes 

J c c r J c rV
e

V V S S V
e
S S( )λ λ λ+ , = , = .0 (58)

Since  dimKer  J  V  e   = 1  implies  dimRan  J  V  e   = 2 , and  dim S = 2,  
the set  {  J  V  e    λ  S   :  λ  S   ∈ S} ⊆ Ran  J  V  e    is a two-dimensional sub-
space, while  r ∈ Ran  J  V  e    is a vector in the image space of   J  V  e   , 
the set λS  for which (58) holds is a one-dimensional subspace, 
lying in  Ran  J  V  e    being orthogonal to the vector   (  J  V  e   )     r . Since λS  
is a one-dimensional subspace, it is a line passing through the 
origin. Identify λS  with the direction vector of this line. Thus 
condition (57) needs to be examined only on the two-dimen-
sional subspace spanned by the vectors λS  and   λ  V   . Let this sub-
space be denoted by S . The solution of the quadratic equation 
(57) restricted to S  by Lemma 4 is either two lines, one line, or 
a point, all containing the origin. If there is a nontrivial solution 
(two lines or one line), then let λ  be the set of the unit direction 
vectors of the lines. Then if  γ  is chosen such that (54) does not 
hold for this λ , then (51) does not hold, and this concludes the 
proof if  dimKer  J  V  e   = 1 .

Suppose that  dimKer  J  V  e   = 0 . In this case  dim S = 3 , and  r  
can be chosen arbitrarily. Let  r ∈     3   be fixed. Then the con-
dition (52) is only satisfied on the set   λ λ λS S S V

eS J r: ,∈ ⊥ ( ){ }
, 

that is a two-dimensional subspace of      3  , denote it by S . Then 
the solution of (57) restricted to S   is either two lines, a line or 
a point containing the origin by Lemma 4. If there is a nontriv-
ial solution (two lines or one line), then let λ   be the set of the 
unit direction vectors of the lines. Then if  γ  is chosen such that 
(54) does not hold for this λ , then (51) does not hold, and this 
concludes the proof if  dimKer  J  V  e   = 0 . 

                   W
Note that due to Theorem 1 the ranks of   J   e  ,   J   s   and   J   b   are the 

same in every joint configuration, so the Jacobian   J   e   can be 
replaced with   J   s   or   J   b   in the conditions of Theorem 5.

Given a regularization vector  r ∈     3   and a number  γ ∈  
, the question arises that how efficient the regularization is. In 
the following Theorem, we give bounds on the singular values 
of the regularized Jacobian.

Theorem 6. Let  L  be the length of the 3R robot arm in a fully 
extended state. The σ  largest singular value of the regularized 
Jacobian can be upper bounded and the σ  smallest singular 
value of the regularized Jacobian can be lower bounded as 

σ γ( )
regJ L≤ +3

2 2 (59)

σ
γ

( )
det

( )

reg
reg

J J
L

≥
+9

2 2 (60)

provided that the regularization vector is a unit vector.

Proof. Since the columns of the regularized Jacobian have the 
form   v  i   + γ  ω  i   × r , with   ω  i    being a unit vector, and  r  is also a unit 
vector, the length of   v  i    is not greater than  L , while the length of  
γ  ω  i   × r  is not greater than  γ , the length of the vector   v  i   + γ  ω  i   × r  
is not greater than   √ 

_____
  L   2  +  γ   2    . This implies that the absolute value 

of the coordinates of the columns of the regularized Jacobian 
can not exceed   √ 

_____
  L   2  +  γ   2    , thus both the maximal absolute value 

column sum and maximal absolute value row sum of the matrix 
are not greater than  3(  √ 

_____
  L   2  +  γ   2    ) , thus 

J Lreg

1

2 2
3≤ +( )γ (61)

J Lreg

∞ ≤ +3
2 2

( ).γ (62)

Since σ J J Jreg reg reg( ) ≤ ( )∞1

1 2

 that can be found e.g. in 
the work of Turkmen and Civciv [23], 

σ γ( )
regJ L≤ + .3

2 2
(63)

Let the singular values of the matrix be σ J reg( ) ≥  
σ σJ Jreg reg( ) ≥ ( ) , with σ J reg( )  being the middle singu-

lar value. Since the determinant of the matrix is det J reg =  
σ σ σJ J Jreg reg reg( ) ( ) ( )

 , and

σ σ σ σ σ( ) ( ) ( ) ( ) ( )
reg reg reg reg regJ J J J J ≤ ,2 (64)
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it follows for σ J reg( )  that the inequality 

σ
σ

( )
det

( )

reg

reg

reg
J | J |

J
≥

2
(65)

holds, and substituting (63) results in 

σ
γ

( )
det

( )

reg

reg

J | J |
L

≥
+

.
9

2 2
(66)

	 	 	 	 	 	 										W

According to Theorem 6, the smallest singular value of the 
regularized Jacobian is lower bounded by the absolute value 
of its determinant divided by a term quadratic in  γ  as shown in 
(60). We will show in the following theorem that the determi-
nant of the regularized Jacobian is at most quadratic in  γ .

Theorem 7.  The determinant of the regularized Jacobian of a 
3R robot can be expressed as 

det
regJ v v v

r v

r

e e e

e
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e e

= ⋅ ×

+ × ⋅ ×

− ×
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(67)

Proof. 
The columns of the regularized Jacobian are 

v v r ii i
e

i
ereg = + × , = , , .γω 1 2 3 (68)

Using the following property of the determinant, i.e. 

det det deta b d c a b c a d c, + ,( ) = , ,( ) + , ,( ), (69)

the determinant of   J   reg   can be written as

det det

det

det

regJ v v v
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det

det

(70)

Using another property of the determinant of  3 × 3  matrices, 
i.e. 

det a b c a b c c a b b a c, ,( ) = ⋅ ×( ) = ⋅ ×( ) = − ⋅ ×( ), (71)

the expression for  det  J   reg   can be further manipulated to get

det
regJ v v v

v v r

v v

e e e

e e e

e e e

= ⋅ ×

− ⋅ × ×( )( )
+ ⋅ × ×


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γ ω
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v r r

×( )× ×( )( )
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3

2

1 2 3

(72)

The result is acquired with the application of some iden-
tities from vector algebra, and by introducing the notation   
(  ξ  i    ×  6    ξ  j   )  V   = :  ω  i   ×  v  j   −  ω  j   ×  v  i    and   (  ξ  i    ×  6    ξ  j   )  Ω   = :  ω  i   ×  ω  j   .          W

Using the expressions (60) and (67) in Theorems 6 and 7, 
one may search the  γ ∈   and  r ∈     3   pairs that maximize the 
smallest singular value of the regularized Jacobian. However, 
we will not discuss this maximization problem in this paper.

5 Application of the regularization for stable CLIK 
algorithm

In this section we discuss the application of the regular-
ization method in the closed-loop inverse kinematics (CLIK) 
algorithm 

θ θ θ α θ[ ] [ ] ( [ ]) [ ] ( [ ] ( [ ]))k k TJ k d k d k f k#
p+ = + + −( )1 

 

               
(73)

where  θ [ k]  is the joint variable vector in the  k th step,  T  is 
the sampling time,   J   #  (θ [ k ] )  is the pseudoinverse of the task 
Jacobian in the joint configuration  θ [ k] , d k[ ]   is the desired 
end effector velocity in the  k th step,  d [ k]  is the desired end 
effector position in the  k th step, while   f  p   (θ [ k ] )  is the real end 
effector position in the  k th step and  α  is a gain parameter of the 
algorithm. 

In the work of Falco and Natale [20] it was shown that 
this algorithm is asymptotically stable if the following three 
assumptions are true 

1. ∃ > :∀ ∈ , ≤δ θ θ δ0 

n J ( ) ; 
2. ∃ > :∀ ∈ , ( ) ≥β θ σ θ θ β0 

n J J( ) ( )
 ;

3. For the remainder term r θ θ, ( )  in the first-order Tay-
lor-series approximation of the positioning problem 

f f J rp p( ) ( ) ( ) ( )θ θ θ θ θ θ θ+ = + + ,   (74)

it is true, that ∃ > :∀ ∈ , ,( ) ≤ν θ θ θ ν θ0
2

R rn
  ;

and the conditions 

0 1< < /α T (75)

e
T0 2

1
<

′α νδ
(76)
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are satisfied with ′ =δ δ β . Note that the norms used in the 
assumptions and conditions are 2-norms. 

We will show that with the application of the regularization, 
it can be guaranteed that the assumptions are true if the task 
Jacobian of the manipulator is regularizable. By Theorem 6, the 
largest singular value of the regularized Jacobian can be upper 
bounded, implying that 

δ γ= +9
2 2

( )L (77)

is a sufficient upper bound for the largest singular value of   J   reg   
(i.e. the 2-norm of the matrix   J   reg  ) that is a positive finite num-
ber if  γ  is finite, so the first assumption is satisfied. Using the 
lower bound for the smallest singular value of the regularized 
Jacobian, it can be shown, that 

β
γ

=
+













2

2 2
9

det

( )

regJ
L

(78)

is a sufficient lower bound for the smallest singular value of   
J   reg   (  J   reg  )      that is a nonzero positive number, since  det  J   reg   is not 
zero if the task Jacobian can be regularized and  r ∈     3   and  
γ ∈   are chosen appropriately. 

The second order approximation [5] of the positioning 
problem is 

f k k

k k

p
n

n n

l m
l l m V m
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6

1

2

�

� � …

(79)

In the paper of Falco and Natale [20] it was shown that if   ν  i    is 
the upper bound for the 2-norm of the Hessian of the  i th com-
ponent of a function   f  p   , then  ν ≤  √ 

__
 3   / 2  max  i    ν  i    , with  ν  being the 

2-norm of the Hessian of the function   f  p   . The Hessian for the  
x, y, z  components of the function   f  p    are the matrices 

Hx i ji j x= / ×
,





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1 2
6

( )ξ ξ (80)

Hy i ji j y= / ×
,







1 2
6

( )ξ ξ (81)

Hz i ji j z= / ×
,







1 2
6

( )ξ ξ (82)

with  i, j = 1, 2, 3 , where   (  ξ  i    ×  6    ξ  j   )  x    is the  x  linear velocity com-
ponent of the Lie-bracket of the generators   ξ  i    and   ξ  j   ,   (  ξ  i    ×  6    ξ  j   )  y    
is the  y  linear velocity component of the Lie-bracket of the 
generators   ξ  i    and   ξ  j    and   (  ξ  i    ×  6    ξ  j   )  z    is the  z  linear velocity com-
ponent of the Lie-bracket of the generators   ξ  i    and   ξ  j   . Let the 
length of the fully extended manipulator be  L , then the absolute 
value of any component of the linear velocity generators of the 
Lie-brackets can not be greater than  2L , so for the 1-norm and  
∞ -norm of each Hessians we have that they are upper bounded 
by  2 ∙ 1 / 2 ∙ 2L = 2L , since the Hessians have zero diagonal, so 
there are at most two nonzero elements in each row and col-
umn, so the norm of each Hessian can not be greater than  2L . 
Thus the norm for the Hessian is upper bounded by 

ν ≤ 3L (83)

that is a finite number, and independent of the regularization, so 
the third assumption is also satisfied. The condition number of   
J   reg   (  J   reg  )      is upper bounded by 

′ = =
+

δ
δ
β

γ( ( ))

(det )
reg

9
2 2 3

2

L
J

(84)

and thus 

′ ≤
+

.δ ν
γ

3
9

2 2 3

2
L L

J
( ( ))

(det )
reg

(85)

Since these numbers are all finite if  det  J   reg  ≠ 0 , the gain 
parameter  α  can be chosen such that the CLIK algorithm (73) 
is stable.

6 Application of the regularization on an elbow 
manipulator

Consider an elbow manipulator in the singular home configu-
ration in Fig. 6. The geometric parameters of the manipulator are

ω ω ω
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and the end effector position in the home configuration is 

p
l l
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1 2
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Fig. 6 Elbow manipulator in the singular home configuration, the origin of the 
base frame is in the point   q  1   .



291Regularization of the Inverse Positioning Problem 2017 61 3

The end effector Jacobian in the home configuration is 

J

l l l

e
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. (89)

The task is to move in the  − z  direction to the point   d  1   =  
(0, 0,  l  1   +  l  2   / 2)      (similar to the motion in Fig. 1), then move in 
the  x  direction to the point   d  2   =  (  l  1   / 2, 0,  l  1   +  l  2   / 2)      (similar to 
the motion in Fig. 2), then move back to the initial singular 
configuration to the point   d  3   = p(0) . 

The CLIK algorithm is run for 100 iterations, in the first 25 
iterations the desired end effector position is   d  1   , in the next 25 
iterations, the desired end effector position is   d  2   , and in the last  
50  iterations the desired end effector position is   d  3   , i.e.

d k
d k
d k
d k
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(90)

and d k[ ] = 0  for all  k . The sampling time is considered to be 
unit, i.e.  T = 1 . The link lengths are considered to be unit as 
well, i.e.   l  1   =  l  2   = 1 . The CLIK algorithm is carried out using 
the regularization method with the regularization vector being 
the normalized linear velocity generator of the third joint 
(recalculated in every joint configuration), i.e. 

r k v k
v k

e

e
[ ]

( [ ])

( [ ])
= ,3

3

θ
θ (91)

and the parameter  γ  is calculated as 

γ θ[ ] exp( det ( [ ]) )k k k J k= −
1 2

(92)

with  det J(θ [ k ] )  being the determinant of the task Jacobian 
(before the regularization) in the joint configuration  θ [ k] . 
The parameters   k  1  ,  k  2    and the gain parameter  α  are chosen as   
k  1   = 0.5 ,   k  2   = 0.2 ,  α = 0.9 . The CLIK is carried out accord-
ing to (73), but  J  is replaced with   J   reg   defined by (19) in every 
joint configuration  θ [ k] .

Theorem 8. Consider an elbow manipulator with the parameters 
given in (86)-(88). The inverse positioning problem of the elbow 
manipulator can be regularized in almost every joint configura-
tion, if the regularization vector is chosen as the linear velocity 
generator corresponding to the last joint of the manipulator.

Proof. By Theorem 7, the determinant of the regularized task 
Jacobian can be written as 

det ( )
regJ v v v= ⋅ × + + ,

1 2 3

2γα γ β (93)

with 
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(95)

Since the second and third joint axes are parallel in every 
joint configuration, this yields that   ω  2   ×  ω  3   = 0  and   ω  2   =  ω  3    
in every configuration, thus  β  simplifies to 

β ω ω ω ω
ω ω

= − ⋅ ⋅ × + ⋅ ⋅ ×

= ⋅ − ⋅ ×
( )( ( )) ( )( ( ))
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(96)

Since   ξ  2   ≠  ξ  3    holds in every joint configuration, it yields that   
v  3   ≠  v  2   , thus   v  3   −  v  2    is never zero. It is also true due to Theo-
rem 4, that   v  3   ≠ 0 , and since r v v= 3 3 ,  r ∙ (  v  3   −  v  2   )  is never 
zero. So  β  is zero if and only if  r ∙ (  ω  1   ×  ω  2   )  = 0 . This expres-
sion can be reformulated as 

r r r⋅ × = − ⋅ × = ⋅ × .( ) ( ) ( )ω ω ω ω ω ω
1 2 1 2 2 1

(97)

Since   v  3   =  ω  3   × (p −  q  3   ) , and   ω  2   =  ω  3   ,   v  3    is orthogonal to   
ω  2   , thus  r ⊥  ω  2   , and  r ×  ω  2   ≠ 0 . Since   ω  2   ⊥  ω  1    as well, 
  ω  2   ∙ (r ×  ω  1   )  ≠ 0 , if  r ×  ω1 ≠ 0 . So  β = 0  if and only if 
  r ×  ω  1   = 0 , so if  r  is parallel to   ω  1   . This only happens if 
   θ  2   = ± π / 2  and   θ  3   = 0  or   θ  3   = ± π . Note that in the first  
case (  θ  3   = 0 ), the manipulator is fully extended, while in the 
latter case  (  θ  3   = ± π ), the manipulator is folded back. 

In these configurations  β = 0 , however  α ≠ 0  may hold. So 
examine the value of  α , when  r ×  ω  1   = 0 , so we can suppose 
that  r =  ω  1   . The value of  α  is 

α ω ω ω
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= × ⋅ × − ×
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+ × ⋅ ×

( ) ( )

( ) ( )

( ) (

1 1 2 3 3 2

1 2 1 3 3 1

1 3 1

v v v
v v v
v vv v

2 2 1
− × .ω )

(98)

Utilizing that   ω  
2
   =  ω  

3
   . and r v v= =

3 3 1
ω , thus   ω  

1
   ×  v  

3
   = 0 , 

the expression for  α  simplifies to 
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Using the identity  (a × b )  ⋅ (c × d )  =  b     ((  c     a ) I − c  a     ) d , we 
get 
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α ω ω ω ω

ω ω ω ω

ω ω ω ω

= −

− −

− −

v I v
v I v
v I

1 2 1 2 1 3

1 2 1 2 1 2

2 3 1 3 1

  

  

  

( )

( )

( ))

( )

v
v v v

1

1 2 1 3 2
= − , ω ω

(100)

where we have used the facts that   ω  2  
   ω  1   =  ω  3  

   ω  1   = 0 , and 
  ω  1  
   v  1   = 0 . We have already seen that   v  3   −  v  2   ≠ 0 , and since in 

the analyzed configuration   v  3    is parallel to   ω  1   ,   ω  1  
  (  v  3   −  v  2   )  ≠ 0  . 

So the question is whether   v  1  
   ω  2    is zero or not. Thus in the ana-

lyzed configuration,  α = 0  if and only if   v  1  
   ω  2   = 0 . Due to its 

definition,   v  1    may be written as   ω  1   × (p −  q  1   ) , where  p  isthe end 
effector point in the current configuration, and   q  1    is a point on 
the first joint axis. So we need to further analyze the expression 

( ( )) ( ( ))ω ω ω ω ω
1 1 2 2 2 1 2 1
× − ⋅ = × − ⋅ = ⋅ ,p q p q v (101)

where we have used that   q  1   =  q  2   . Since in the analyzed config-
uration,   v  2    is parallel to   v  3   , and   v  3    is parallel to   ω  1   ,   ω  1    is parallel 
to   v  2   , so   v  2   ⋅  ω  1   = 0  if and only if   v  2   = 0 , that holds if and 
only if  p =  q  2   . This can happen only in the joint configurations   
θ  2   = ± π / 2 ,   θ  3   = ± π , and only for manipulators whose links 
have equal length, i.e.   l  1   =  l  2   . In every other case either  β  or  α  
is not zero with r v v= /

3 3
 ,   so there exists a  γ ∈ R  such that  

det  J   reg  ≠ 0  that concludes the proof.               W
The CLIK algorithm is also carried out using the DLS 

method and the modified LM method. When the DLS method 
is used, the pseudoinverse of the Jacobian is calculated as 

J J JJ I# = + 
( )λ (102)

with  λ = 0.1 and  I  being the 3 × 3  identity matrix. For the gain 
parameter the value  α = 0.5 is used. 

The update law for the joint variables using the modified LM 
method [16] is 

θ θ[ ] [ ]k k H gk k+ = + −
1

1 (103)

with 

H J W J Wk e n= + (104)

g J W d k f kk e p= −
( [ ] ( [ ]))θ (105)

and the matrices   W  e    and   W  n    are chosen as   W  e   = I  and 
W d k f k w In p n= [ ]− [ ]( )( ) +diag θ  with  wn = .0 001  following 
the recommendations from the paper of Sugihara [16].

In the first case, the simulation is initiated at the  θ =  (0, 0, 0)      
home configuration. The resulting joint paths, joint velocities 
and path tracking errors of the CLIK algorithm are in Figs. 7, 8 
and 9 respectively. The dashed lines correspond to the results of 
the CLIK algorithm using the proposed regularization method, 
the dotted lines correspond to the results of the CLIK algorithm 
using the DLS method, and the dash-dot lines correspond to 
the results of the CLIK algorithm using modified LM method. 

Since the initial position error is  e(0 )  =  (0, 0, − 0.5)      (see 
Fig. 9), the error vector is in the singular direction, and only 
the CLIK algorithm using the regularization method can gener-
ate joint motion. The CLIK algorithms using the DLS and LM 
methods does not generate any joint motion during the simula-
tion process (see Fig. 8). 

Only the CLIK algorithm using the proposed regularization 
method is able to generate motion in singular direction. In the 
beginning of the simulation, motion in the singular  − z  direc-
tion is needed. This is the singularity of the planar subassem-
bly of the manipulator, so this situation is similar to the one in 
Fig. 1, where motion in singular direction requires infinite joint 
velocities. However, the algorithm is able to generate motion 
in singular direction with finite joint velocities, as it is shown 
in Fig. 8. At the 25 th  iteration step, the desired end effector 
position is changed such that the manipulator has to move par-
allel to its second and third joint axes, similar to the situation 
in Fig. 2. This type of singularity results in discontinuous joint 
path, however Fig. 7 shows that the algorithm generates joint 
motion with continuous joint paths. After the 50 th  iteration, the 
end effector of the manipulator is moved back to the  p(0)  ini-
tial position. This movement is done by extending the planar 
subassembly of the manipulator (joint variables   θ  2    and   θ  3    are 
approaching zero), and the first joint is not moved back to the 
initial joint configuration. The tracking errors in Fig. 9 show 
that the algorithm is stable, and zero tracking error is reached 
after relatively small number of iterations if the regularization 
method is applied. Note that the tracking errors of the DLS 
and LM methods are the differences of the actual desired end 
effector position and the initial end effector position, since they 
generate no motion. 

In order to compare the regularization method to the DLS and 
LM methods in a situation when they generate joint motion, the 
simulation is run in a second scenario where the initial config-
uration of the manipulator is the  θ =  (0.1, 0.1, 0.1)      nonsingu-
lar joint configuration. In this case all of the methods generate 
motion, since the initial tracking error does not coincide with a 
singular direction. The resulting joint paths, joint velocities and 
tracking errors are in Figs. 10, 11 and 12 respectively. 

Fig. 12 shows that the path tracking error of all of the 
methods converge to zero, so they are stable, and solve the 
inverse kinematics problem, however Fig. 10 shows that the 
DLS method converges slowly to the   d  3    singular end effec-
tor position. It can be observed from Figs. 12 and 11 that the 
regularization method has faster convergence than the other 
methods while the amplitudes of the joint velocities are in the 
same range. The regularization and DLS methods find the same 
joint configurations for the solution of the inverse kinematics 
problem, however the LM method over-rotates the first joint 
after the 25 th  step, and finds the solution   θ  1   = 3π / 2  instead of   
θ  1   = π / 2 , resulting in much greater joint speeds. 
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Fig. 7 The resulting joint path of the CLIK algorithm using the regularization 
(dashed lines), DLS (dotted lines) and modified LM methods (dash-dot lines), 

starting from the joint configuration  θ =  (0, 0, 0)     .
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Fig. 8 The resulting joint velocities of the CLIK algorithm using the 
regularization (dashed lines), DLS (dotted lines) and modified LM methods 

(dash-dot lines), starting from the joint configuration  θ =  (0, 0, 0)     
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Fig. 9 The resulting path tracking errors of the CLIK algorithm using the 
regularization (dashed lines), DLS (dotted lines) and modified LM methods 

(dash-dot lines), starting from the joint configuration  θ =  (0, 0, 0)     .
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Fig. 10 The resulting joint path of the CLIK algorithm using the regulariza-
tion (dashed lines), DLS (dotted lines) and modified LM methods (dash-dot 

lines), starting from the joint configuration  θ =  (0.1, 0.1, 0.1)     .
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Fig. 11 The resulting joint velocities of the CLIK algorithm using the regular-
ization (dashed lines), DLS (dotted lines) and modified LM methods (dash-dot 

lines), starting from the joint configuration  θ =  (0.1, 0.1, 0.1)     .
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Fig. 12 The resulting path tracking errors of the CLIK algorithm using the 
regularization (dashed lines), DLS (dotted lines) and modified LM methods 
(dash-dot lines), starting from the joint configuration  θ =  (0.1, 0.1, 0.1)     .
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In conclusion, if the initial joint configuration is nonsingu-
lar, all of the methods generate a joint path that is the solution 
of the inverse kinematics problem with similar properties, how-
ever if the initial joint configuration is singular, and the track-
ing error is in the singular direction, only the regularization 
method could generate joint motion. 

7 Conclusion
The spatial inverse positioning problem of robot manipula-

tors can be regularized, if the manipulator is capable of motion 
in the singular direction. After excluding the manipulator 
classes that can only move on surfaces, we can conclude that 
the spatial inverse positioning problem of a robot manipulator 
can be regularized, if its end effector Jacobian (or the spatial or 
body manipulator Jacobian) is full rank. This can be general-
ized easily for redundant robot manipulators, one only has to 
find a suitable  3R  subassembly of the manipulator whose end 
effector Jacobian is full rank. 

The application of the regularization guarantees that the task 
Jacobian is full rank, thus the inverse mapping used in the CLIK 
algorithm is also full rank. The singular values of the task Jaco-
bian depend on the regularization vector and the  γ  parameter of 
the regularization. The appropriate choice of these parameters 
result in good numerical properties of the task Jacobian. 

The formula for the determinant of the regularized Jacobian 
helps us find the appropriate choice of the regularization vector. 
This task becomes easy if the manipulator has special geome-
try, as it was the case with the elbow manipulator. Following 
the technique shown in this paper, the regularization vector 
may be constructed for other manipulators possessing special 
architecture as well. 

The combination of the results with the stability theorem 
of the CLIK algorithm showed that with the application of 
the regularization technique, stable CLIK solutions can be 
acquired even if the manipulator has to face singular configura-
tions. Simulation results showed that the regularization method 
generates motion in singular directions as well, opposed to the 
conventional numerical regularization techniques, like the DLS 
method or the LM method.
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