Identification of Turbomachinery Noise Sources via Processing Beamforming Data Using Principal Component Analysis
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Abstract
Complex turbomachinery systems produce a wide range of noise components. The goal is to identify noise source categories, determine their characteristic noise patterns and locations. Researchers can then use this information to quantify the impact of these noise sources, based on which new design guidelines can be proposed. Phased array microphone measurements processed with acoustic beamforming technology provide noise source maps for pre-determined frequency bands (i.e., bins) of the investigated spectrum. However, multiple noise generation mechanisms can be active in any given frequency bin. Therefore, the identification of individual noise sources is difficult and time consuming when using conventional methods, such as manual sorting. This study presents a method for combining beamforming with Principal Component Analysis (PCA) methods in order to identify and separate apart turbomachinery noise sources with strong harmonics. The method is presented through the investigation of Counter-Rotating Open Rotor (CROR) noise sources. It has been found that the proposed semi-automatic method was able to extract even weak noise source patterns that repeat throughout the data set of the beamforming maps. The analysis yields results that are easy to comprehend without special prior knowledge and is an effective tool for identifying and localizing noise sources for the acoustic investigation of various turbomachinery applications.
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1 Introduction
Noise emission has become an important issue in turbomachinery-related applications and research due to the ever-growing demand for improvements in consumer satisfaction, basic comfort, along with increasingly stringent regulatory practices [1, 2]. As significant noise source reduction can only be accomplished if the generation mechanisms are understood, the development needs to begin with the localization and identification of noise sources.

A state-of-the-art method generally used for the localization of noise sources is acoustic beamforming technology. Frequency domain beamforming results provide information regarding the attributes of various noise source groups as a function of the frequency. Measurement data is obtained by a phased array microphone system. In a phased array microphone system, a set number of microphones are positioned according to a known pattern. From the known microphone locations, the phase and amplitude differences between the recorded signals of the microphones can be obtained. Based on the calculated shifts, the direction of arrival of acoustic wavefronts originating from sound sources in front of the phased array can be estimated [3]. Upon processing the measurement data using beamforming, noise source patterns pertaining to frequency bins of a given frequency range are visualized in the form of beamforming maps. Beamforming maps provide a distribution of the noise sources within a given plane or space. In order to understand the underlying noise generation mechanisms behind the various noise sources, beamforming maps are to be examined both individually and as a series of beamforming maps.

For turbomachinery systems, the interpretation of individual beamforming maps or a sizable series of them is usually a complicated task, as many of the noise source groups are related to the rotation of the rotor (or rotors) in some manner. Consequently, there can often be more than one noise source in any particular frequency bin.
Moreover, turbomachinery noise sources are often localized to the same general area, creating overlaps at times. Thus, finding a connection between a spatial noise source pattern and its corresponding noise generation mechanism may not always be a straightforward task. Consequently, it can be hard to decide which noise source group to associate a given noise source pattern with [3–5]. The identification of spatial patterns associated with less energetic noise sources can be especially challenging, since their detection is often impeded by more dominant noise generation mechanisms. The extent of the tonal peaks rising above the broadband noise (i.e., the peak-to-noise ratio or peak-to-broadband ratio) can also be relatively small. Consequently, the applicable plot dynamic range on the beamforming maps might be smaller than ideal, potentially resulting in valuable information being lost, which makes it even more challenging to identify the noise source patterns of the various noise source groups.

For sufficient breakdown of an examined frequency range, beamforming is to be used with narrow frequency bands for each bin. However, as narrowband beamforming investigations usually result in a sizable number of frequency bins, the in-depth analysis of a data set can be rather time consuming while requiring extensive experience and knowledge of the noise generation mechanisms under investigation [5]. A noise source group is identified when its characteristic noise source pattern, location, and frequency of appearance are known. Then, the data set of beamforming maps can be simultaneously investigated together with the spectrum created from the peak values of the beamforming maps (referred to as the Beamforming peaks, or BF peaks for short, in this report). The above allows for the separation of noise sources into specific groups, as formerly demonstrated in the literature [4–6].

The above issues regarding the identification of various noise sources are addressed herein. The study applies modal decomposition methods, i.e., Principal Component Analysis (PCA) [7, 8] and Common-base Proper Orthogonal Decomposition (CPOD) [9], in combination with beamforming methods. The goal is to be able to pinpoint the locations and then identify the characteristic noise source patterns associated with specific noise source groups without a time consuming and subjective manual sorting process.

The proposed method is demonstrated herein by investigating the cyclically recurring shaft order noise sources of a Counter-Rotating Open Rotor (CROR) aircraft engine, which has two blade sets that rotate in opposite directions, as shown in Fig. 1. Shaft orders, otherwise known as once-per-rev tones, have been linked in the literature to occurrences repeating once every revolution, or multiples thereof (at higher harmonics of the once-per-rev) [5, 10–12]. These occurrences are usually associated with blade-to-blade inconsistencies of a given blade row, e.g., measurement instrumentation mounted on one of the blades, minor blade deformities, etc. [11]. Noise sources associated with the underlying generation mechanism do not tend to be dominant; thus shaft order noise sources are a proper and challenging test subject for the proposed combined identification method. The investigation results will present how capable the proposed method is of detecting the characteristic noise source patterns of these less energetic sources. For the particular CROR test case investigated herein, it is known that measurement instrumentation has been mounted on one of the aft rotor blades and that shaft order tones are localized to the pressure side of the aft rotor near the blade tip [5]. This information will be used in order to verify the results of the proposed identification method.

As a first step of the investigation, beamforming maps have been created from the phased array microphone measurement data set of the chosen CROR test case using a beamforming process appropriate for the given test configuration. For each frequency bin under investigation, a beamforming map is created. These noise source maps are essentially matrices containing the beamforming levels for every grid point of the investigated domain. The beamforming levels provide information regarding noise source amplitudes on the investigated plane. Next, as an alternative to the formerly used manual analysis of the output of
the beamforming process [5], PCA is applied to the beamforming maps (examined as a function of the frequency herein). The output of the method is that important features of the spatial noise patterns associated with the noise generation mechanisms under investigation are extracted. Hence, the identification of the associated noise sources is made possible. Particular emphasis is placed herein on POD post-processing in the Common-based sense [9], which is an extension of the regular PCA method [7, 8].

An introductory study pertaining to the basic concepts of this process has been presented by Fenyvesi et al. [10], which has been further developed in [13] and then applied in the examination of the blade passing frequency noise in [14]. As the development of the method has been continuous, the various publications have built on the results presented in the earlier reports, implementing further developments, testing, and significant further improvements.

Hence, the identification of the associated noise sources and automation have been achieved. Therefore, further analysis, grouping, and even ranking of the noise sources is made possible even for a relatively inexperienced analyst.

2 Principal Component Analysis

2.1 Background and analytical description

PCA (also known as Karhunen-Loève expansion [15, 16] and Proper Orthogonal Decomposition [17]) has been applied in numerous scientific fields, such as molecular biology [18], meteorology [19], especially for the recognition and separation of patterns and significant components in a data set related to various phenomena, such as the investigation of complex velocity fields [19–21]. PCA has recently been combined with wavelet-based beamforming methods in CPU cooling fan acoustic imaging for the investigation of a time series of beamforming maps at various frequencies of interest [22].

Generally, PCA determines the characteristic degrees of freedom as contained in the underlying basis, referred to as principal components or the modes of the given problem. As it is an algorithmic method, it decreases the use of subjective judgment, as well as the time needed to analyze a data set. Upon performing PCA, if the raw data basis is comprised of multiple subgroups of information, a common-base POD of the data set allows for a quantitative comparison of these various subgroups [9]. When a data set is processed with PCA and CPOD, information regarding the relative energy contributions of the pre-determined components can be associated with spatial patterns of the original data set.

The matrices that make up the input data set are given in vector form, \( b(i = 1 \ldots N) \). Each of the values of these vectors is pertaining to an element of their respective matrices. The vectors are collected over the range of the \( N \) input matrices into a collective matrix \( Q \), as shown in Eq. (1), which is then further converted into a square covariance matrix \( R \) of the data according to Eq. (2). Then, the solution of the corresponding eigenvalue problem (Eq. (3)) provides the matrix \( \Psi = [\phi_1, \phi_2 \ldots \phi_n] \) of \( \phi_j \) eigenvectors and the \( \lambda \) eigenvalues, which are arranged in decreasing order, i.e., \( \lambda_j > \lambda_{j+1} \). The eigenvectors are commonly referred to as PCA modes, which are a set of orthogonal modes. Their respective eigenvalues convey how well each eigenvector captures the original data.

\[
Q = \begin{bmatrix} b^1 & b^2 & \ldots & b^N \end{bmatrix}
\]  

(1)

\[
R = QQ^T
\]  

(2)

\[
R\Psi = \lambda \Psi
\]  

(3)

The PCA modes correspond to modal patterns, which are likewise arranged in decreasing order. Consequently, the first few modes are the most important in terms of capturing the energy of the original data set. The \( P_j \) energy contribution of each mode to the overall power can be determined by dividing the \( \lambda_j \) eigenvalues by the Euclidean norm of the eigenvalue matrix according to Eq. (4).

\[
P_j = \frac{\lambda_j}{\| \lambda \|}
\]  

(4)

The contribution of each PCA mode \( \phi_i \) to the input vectors \( b_i \) can be determined in terms of weighting coefficients as shown in Eq. (5). Additionally, the individual original matrices can be expressed as a linear combination of the modes and their corresponding weighting coefficients according to Eq. (6). Note that the variance of any mode’s coefficient across the \( N \) input matrices can also be calculated from the corresponding eigenvalue by dividing
it by the total number of matrices, as shown in Eq. (7).

Recall that the PCA approach does not change the number of degrees of freedom, such that \( N \) input matrices lead to \( N \) PCA modes.

\[
a^j = \Psi b^j
\]

\[
b^j = \sum_{i=1}^{N} a^i \phi_j = \Psi^T a^i
\]

\[
\mu_j^N = \frac{1}{N} \sum_{i=1}^{N} (a^i_j)^2 \text{ def} \frac{\lambda_j}{N}
\]

**2.2 Expansion to the Common-base processing (CPOD)**

In cases, where the underlying basis of the raw data is comprised of multiple subgroups, the use of the whole data set allows for a quantitative comparison between the subgroups as described in [9]. Via the CPOD-based post-processing of the input data set, the impact of pre-determined matrix-subgroups related to each other can be quantified. Subsequently, characteristic spatial patterns associated with them can also be identified within one particular experiment. Take an experiment, in which two particular subsets, \( A \) and \( B \) of the original data set have been determined. These two subsets are comprised of the reduced number of input matrices \( N_A \) and \( N_B \). \( N_A + N_B = N \) gives the total number of input matrices. The relative energy contributions of the subsets to the modes is then derived from the sectional variances according to Eqs. (8) and (9), where the superscripts \( A \) and \( B \) of \( a \) refer to the contributing matrices from the given subsets. In accordance with Eq. (7), the sums of the sectional variances, by definition, add up to the eigenvalues of the respective modes divided by the number of input matrices as shown in Eq. (10).

\[
\mu_j^{N_A} = \frac{1}{N_A} \sum_{D=1}^{N_A} (a^D_j)^2
\]

\[
\mu_j^{N_B} = \frac{1}{N_B} \sum_{B=1}^{N_B} (a^B_j)^2
\]

\[
\mu_j^{N_A} + \mu_j^{N_B} = \mu_j^N \text{ def} \frac{\lambda_j}{N}
\]

**3 Measurement setup**

The acoustic measurements processed in this report have been performed on the open rotor propulsion rig in the NASA Glenn Research Center 9 × 15 ft low-speed wind tunnel [4, 6] on a CROR configuration of roughly \( 1/7^{th} \) scale. The model has been equipped with the F31/

4 The input data set

**4.1 Additional noise source groups**

Other than the shaft order tones previously mentioned in the Introduction, two additional important noise source groups need to be considered when investigating the CROR test case used in this study. The first one is rotating coherent noise sources, which are expected to be the most dominant noise sources of the present CROR test case. Rotating coherent noise sources are associated with distinctive reoccurring frequency values of two kinds: interaction tones and Blade Passing Frequencies (BPF)
tones [5, 6, 25]. BPF tones are associated with the rotation of the blades (related to the BPF), and shaft order tones are associated with the rotation of the rotors (related to the once-per-rev), overlaps exist between the frequency bins of their harmonics. Therefore, there will be a considerable number of frequency bins in which BPF tones, interaction tones, and shaft order tones can all be present.

Regarding the number of occurrences, a somewhat larger noise source category is that of broadband noise sources. CROR broadband noise is generally related to three main subgroups: leading edge, trailing edge, and blade tip noise [26–28]. Due to their underlying noise generation mechanisms, these noise sources are located on the surface of a rotating element, and are localized to the same position for a relatively wide frequency range. According to the literature, the relative impact of broadband noise on the noise level of a typical CROR configuration increases at higher frequencies, where the amplitudes of tonal sources suffer a stronger decay [29].

4.2 Beamforming

In order to carry out the identification of noise sources, the first step is to carry out beamforming and create the noise source maps, which will serve as an input for the PCA based processing described in Section 2. In the current investigation, functional beamforming [30] has been performed. A custom bandwidth of 19.1 Hz has been utilized, which has divided the frequency range between each BPF of the aft rotor (BPFA) into 50 equal bins. The frequency range investigated herein starts at the 1st BPFA and ends at the 10th.

As mentioned previously in Section 1, shaft order tones are cyclically reoccurring noise sources and are associated with once-per-rev frequencies. Therefore, the fundamental shaft order frequency of the present CROR configuration (and, by extension, of all turbomachinery configurations) can be calculated according to Eq. (11), which gives a frequency value of 107.5 Hz. Consequently, the fundamental blade passing frequencies are the 12th, and the 10th harmonics of this once-per-rev frequency, respectively, as the forward rotor has 12, while the aft rotor has 10 blades. The center frequencies of the bins in which shaft order tones are expected to appear can be determined using the BPF of the rotor with which they are associated (in our case the aft rotor), and the Blade number of that rotor ($B_d$). Thus, for the currently investigated CROR test case, a shaft order tone is expected to appear in any 5th frequency bin under investigation. However, as shaft order tones are not the most energetic noise sources of the given test case, their frequency bins can potentially be dominated by noise source patterns pertaining to other noise generation mechanisms.

$$f_s = \frac{BPF_d}{B_d} = \frac{RPM}{60}$$

(11)

As mentioned previously, for this particular test case, the noise generation of the shaft order tones is a direct result of a measurement instrumentation mounted on one of the aft rotor blades. Consequently, it is to be localized to the pressure side of the aft rotor, which is below the axis on the provided figures.

Fig. 2 presents beamforming maps associated with three different shaft order frequency harmonics of the investigated frequency range. The top of the figure shows the Power Spectral Density (PSD) spectrum created from the BeamForming peak (BFpeak) values, the maximum beamforming values on each beamforming map. In the spectrum, the frequency is given as a function of the fundamental shaft order frequency. Therefore 20 shaft order peaks appear between each major tic of the diagram. It can be seen that many of the shaft order tones can be characterized as having relatively small tic of the diagram. It can be seen that many of the shaft order tones can be characterized as having relatively small

![Fig. 2 Beamforming results for shaft order tones with an applied dynamic range of 4 dB](image)

the examined frequency bins marked with red circles on the spectrum. The noise source patterns are superimposed over the measurement setup, and the outline of the CROR is highlighted for clarity. For this particular figure, the beamforming maps are plotted using a 4 dB dynamic range with respect to the beamforming peak values of the maps. Based on the information provided above, the shaft order noise sources associated with the shaft order frequency harmonics presented here are expected to appear below the axis on the aft rotor. By examining the beamforming map shown in subplot a) of Fig. 2, the identification of the shaft order pattern is quite simple, as a single noise source dominates the presented frequency bin and no overlap or spatial interference between multiple noise sources is present. However, for higher harmonics (shown in subplots b) and c)), multiple noise source patterns of elongated shape can be seen, which overlap with the shaft order noise source. At the same time, additional noise source patterns also appear on the forward rotor. Therefore, it can be seen that identifying the noise sources associated with the shaft order tones is rather difficult in certain frequency bins.

In Fig. 3 beamforming maps are shown for the frequency bin of the shaft order harmonic presented in subplot c) of Fig. 2 with multiple dynamic range settings. It can be concluded that choosing the proper dynamic range is highly important for the correct manual identification of a noise source pattern. If its value is too small, valuable information can be lost, while if it is too large, the spatial interference of other noise source patterns and sidelobes can make the task problematic or at times impossible. The proposed beamforming map processing method helps in mitigating the adverse effects associated with the application of various dynamic ranges.

Examining the beamforming maps of the CROR test case, it can be seen that many factors can influence the results and therefore need to be looked at in greater detail. Therefore, an initial investigation has been conducted on an artificially generated data set of a smaller scale. These artificial beamforming maps take after the appearance, features, and properties of the noise sources of the original data set. By analyzing these model test cases, the behavior of maps containing examples of shaft order tones can be assessed with PCA technologies in a controlled environment.

The spectral, as well as the spatial surroundings of CROR shaft order tones need to be examined, in order to generate suitable inputs for the model test case investigations. In Fig. 4 the enlarged spectral surroundings of the shaft order tone pertaining to the 41st harmonic of the $f_s$ are presented using a 4 dB dynamic range. The BFpeak PSD spectrum is marked with a continuous narrow black line, while the frequency bin dominated by a shaft order tone is marked by a vertical dashed red line. Rotating broadband noise sources (marked with a continuous gray line) can have similar noise patterns over several consecutive maps. The cause of this is that the noise sources on the beamforming maps can be localized to the same area on the surface of the aft rotor for a relatively wide frequency range. Depending on the applied dynamic range, these noise sources can be hidden in the spectra, only appearing in frequency bins in which none of the tonal components are significant.
In Fig. 4, data points of two neighboring frequencies on the left-, as well as on the right-hand sides of the shaft order peak are shown together with the peak. These are marked with red circles in the PSD spectrum and letters a)-e), with c) being the peak. It can be observed when investigating these frequency bins on the PSD spectrum, that the tone shows a spectral broadening effect, causing a reduction in the magnitude of the shaft order peak in favor of a distributed spectral hump around the tone frequency. This so-called haystacking has been observed in many acoustic measurements including far-field measurements of turbofan and jet engines [31–33], and is the result of processing records having a finite-duration. The haystacking effect can also be noticed on the beamforming maps of the neighboring frequency bins of the center peak (shown in subplots a) to e) in Fig. 4). The immediate spatial surroundings of the location of the shaft order tone investigated in the present study are marked with red circles on the beamforming maps. It can be seen that for subplots a) and c) of Fig. 4 that the dominant noise sources of these frequency bins are localized to the trailing edge of the forward rotor and to a large portion of the leading edge of the pressure side of the aft rotor, having a somewhat elongated shape as compared to the concentrated noise pattern of the investigated shaft order tone. Therefore, it can be stated, that the noise generation mechanism corresponding to these maps is that of broadband noise sources. Another noise source present in these bins is located above the CROR axis on the leading edge of the aft rotor, which is associated with the interaction of the wake of the forward rotor and the aft rotor. As for subplot c), it displays a noise source that is concentrated to a specific location which can be said to be characteristic of the shaft order tones for the investigated test case. However, due to haystacking, the shaft order noise source also appears on the beamforming maps of subplots b) and d).

The spectral and the spatial characteristics of the shaft order tone of the current CROR test case have been presented above. It can be concluded that in order to identify a noise source pattern properly, a considerable amount of prior knowledge and experience is needed with regard to the following topics: potential noise generation mechanisms, potential locations of appearance of various noise sources, their usual spectral and spatial traits, and the properties of potentially overlapping sources. The identification process is also highly time consuming for a large set of data, and it can be regarded as subjective. The method presented herein provides a means for identifying the characteristic noise source patterns of a desired group of frequencies (and their harmonics) while also eliminating the shortcomings mentioned above.

4.3 Model test cases

When investigating complex phenomena, it is common practice to create a simplified representation of the phenomena to carry out studies. Since the present study aims to propose a new means of analysis and processing of beamforming data, it is crucial to investigate the effectiveness and operational properties of the method on data sets of a smaller scale. Therefore, three different model test cases have been created.

When determining the spatial noise and spectral patterns of the maps of the model test cases, the haystacking effect, and the characteristic shapes of CROR and broadband noise sources have been taken into account. The investigation presented in [13] has been further developed herein in order to provide an adequate representation of the phenomena. Five characteristic "beamforming maps" have been created for each of the model test cases investigated here. An example is shown in Fig. 5. The noise source pattern having a bold, elongated "L-shape" aims to represent the broadband component, while the more concentrated circle imitates the characteristics of a shaft order tone. The resulting set of data is then comprised of a repetition of the five characteristic maps seen in Fig. 5, resulting in 60 maps for each of the model test cases as seen in Fig. 6. The intention is to mimic the cyclically reoccurring attributes of the shaft order noise component on the PSD spectra. In Fig. 6 the artificial BFpeak spectra of the three model test cases are shown. Different height ratios of the peaks have been set relative to the broadband level for each of the three different model test cases. The model test case for which the peak-to-broadband ratio is the lowest will be referred to as LOW. This particular test case is meant to mimic the spectral and spatial behavior of less energetic shaft order noise sources, which nearly blend into the broadband. On the
contrary, the model test case referred to as HIGH depicts the opposite phenomenon, i.e., tonal shaft order peaks rising high out of the broadband. A data set referred to as MID with the combined attributes of the two previous model test cases has also been created.

The applied dynamic range can also be adjusted later according to the purposes of the investigation of the model test cases. To imitate the gradual amplitude decrease with increasing frequency observed for the CROR test case, an overall amplitude decrease of 0.1% per map has also been introduced to the values of the maps of the model test cases. Consequently, the present study also goes beyond what has been done previously in [13].

5 Implementation of the PCA and CPOD approaches
The current study goes beyond what is seen in the literature (see Section 2), applying a combination of beamforming with PCA and CPOD to recognize and identify reoccurring noise sources. Although the inputs of PCA are usually scalar or vector field snapshots expressed as a function of time, they are in this case beamforming noise source maps presented as a function of frequency in order to find the principal components of the CROR beamforming data set.

According to the description presented in Section 2, the beamforming maps of the frequency bins are given herein in vector form, which will be referred to as the beamforming vectors \((b(i = 1 \ldots N))\). The elements of the beamforming vectors are the beamforming values of their respective noise source maps, with each value pertaining to a grid point of the inspected acoustic field. Then, PCA analysis is performed on the data set. In the present context these PCA modes correspond to modal noise patterns, which are arranged in decreasing order according to their importance in terms of capturing the energy of the acoustic source field. Then, the weighting coefficients are calculated (see Eq. (5)) in order to determine the contribution of each of the PCA modes to the input beamforming vectors (and thus the input beamforming maps).

Then the CPOD-based post-processing is applied herein to the data set of the beamforming maps in order to quantify the impact of the frequency bins (and consequently noise source patterns) related to the cyclically reoccurring shaft order tones and subsequently identify their characteristic noise source patterns. The fact that these noise sources appear in a well-defined repetitive pattern throughout the entire frequency range, i.e. shaft orders are associated with the rotational speeds of the rotors (once-per-rev tones and their harmonics), plays a substantial role in the way in which their inclusion in the CPOD analysis of the combined identification process presented in this paper has been implemented. When applying CPOD to identify the shaft order noise patterns of the present CROR test case, two particular subsets of data have been determined and examined. The first subset comprises the beamforming maps of every frequency bin which, originating from their cyclical occurrence, could contain a shaft order tone (even when they are not the most dominant noise sources of their respective frequency bins). These bins can easily be identified using the formula presented in Eq. (11). For the currently investigated CROR test case, every 5th beamforming map falls into this category. The second subset is comprised of the maps of every frequency bin which, strictly looking at it from a spectral perspective, cannot be associated with the characteristic frequencies of shaft order tones. Therefore, the two subsets are comprised of source maps \(N^S\) and \(N^O\) where superscript \(S\) denotes the
Shaft order tones, while superscript $O$ refers to the subgroup of all the Other frequency bins ($N_S + N_O = N$). Therefore, Eqs. (8) to (10) of Subsection 2.2 are also to be modified accordingly.

Furthermore, it is important to be able to identify whether a noise pattern occurs predominantly due to the investigated noise source group. Therefore, apart from the several significant improvements made to the basic ideas of the process presented in [10], the concept of the CPOD maps has also been developed and implemented. In order to identify whether a spatial pattern on the PCA maps occurs predominantly due to shaft order tones (hence subset $S$), the actual energy ratio of the sectional variances of the two subsets $\mu_{jS}^{N_S}/\mu_{jS}^{N}$ in a particular mode should be determined. Then the calculated energy ratio can be compared to the value of the expected evenly distributed contribution $N_O/N$ of the shaft order subset, which is 1/5 for the present CROR test case.

Consequently, the energy ratio values above or below this value of expected contribution indicate whether the respective patterns are related to shaft order tones or not, thus pinpointing the mode or modes in which the characteristic noise source patterns of shaft order tones appear. The energy ratios can also be used in a subsequent step to visualize the relative impacts of the subsets on the modal noise source patterns as shown in Eqs. (12) and (13). These weighted modal noise patterns are described and will be referred to as CPOD vectors $C_j$ herein. The visualizations of the CPOD vectors are referred to herein as CPOD maps.

As a summary of the main steps of the described identification process, a flow chart can be seen in Fig. 7.

$$C_j^S = \frac{\mu_{jS}^{N_S}}{\mu_{jS}^N} \frac{N_S}{N} \phi_j \quad (12)$$

$$C_j^O = \frac{\mu_{jO}^{N_O}}{\mu_{jO}^N} \frac{N_O}{N} \phi_j \quad (13)$$

6 PCA and CPOD analyses
6.1 Model test cases

PCA and CPOD analyses have been performed on the data sets of the model test cases. As mentioned earlier, as a result of localizing noise sources using beamforming methods noise source maps usually contain sidelobes that are not associated with true noise source locations, therefore are present as undesirable excess information which needs to be suppressed or eliminated in order to be able to investigate the beamforming maps properly. The power density of the sidelobes is less compared to the mainlobes. Hence the amplitude of the sidelobes is lower than that of the mainlobes, which are associated with the true noise sources of a frequency bin. Various beamforming algorithms, such as the functional beamforming method [30] used herein, can reduce the sidelobe levels to some extent. In addition, a common way of eliminating sidelobes from the beamforming maps is to plot them using a specified dynamic range. The value of the dynamic range is set with respect to the BFpeak (maximum) value of each map. Consequently, if a proper dynamic range is determined for a given test case, irrelevant information can be filtered out while relevant information can be emphasized and shown on the output noise source maps of the beamforming technique. During the PCA and CPOD investigations of the model test cases, the effects of setting various dynamic ranges on the beamforming maps (which serve as an input for the identification method of this study) have been examined. Therefore, values of 2, 4, 8 and 12 dB have been set with respect to the BFpeak.

The modal noise patterns (PCA and CPOD maps), of the pre-defined subsets (S and O) created from the beamforming maps of model test case HIGH using a 4 dB dynamic range are shown in Fig. 8. For this case, it has been found that the first three modes contain the majority of the energy. In the top row, the PCA maps associated with the total energy contained in each mode can be seen, while in the middle and bottom rows of the figure, the CPOD maps are presented, which visualize the
The relative contributions of the subsets to the overall power according to Eqs. (12) and (13). The name of the model test case "HIGH" in the case of Fig. 8 is given on the left hand side together with the applied dynamic range of the input beamforming maps. Information with regard to the relative energy contributions of the modes and about the subsets they consist of is given in Fig. 9 in the form of bar-plots. The bar-plot on the left hand side displays the relative energy contributions normalized by the total power contained in the underlying basis, while for the plot in the middle, the values are normalized using the energy contained in their respective modes. The relative energy contributions from the bins of the shaft order frequencies are marked with black color, while the contributions of all the other frequency bins are marked with gray.

In order to identify whether a noise pattern on a PCA map occurs predominantly in the frequency bins of the shaft order tones (S) or all the other bins (O), the evenly distributed, hence the expected contribution associated with the shaft order subset has to be determined. A mentioned previously in Subsection 2.2, the peak value of a shaft order tone occurs in a well-defined, repetitive pattern, which in our case is every 5th frequency bin \((N_S/N = 1/5)\). Therefore, a corresponding relative energy contribution of 20% indicates an evenly distributed contribution. A solid red line marks this expected contribution in Fig. 9. Sectional variance values above or below this red line indicate whether the respective patterns are shaft-order dominated (i.e., stronger than what is expected) or not. This information can be used to determine the modes that are to be looked at in order to identify the noise source patterns associated with the currently investigated (i.e., the shaft order) noise sources. In this investigation, the standard PCA maps are also weighted using this relationship, resulting in the CPOD maps. The bar plot on the right-hand side of Fig. 9 displays the percentage difference of the relative energy contributions of the subsets from the values of their evenly distributed contributions. Suppose the difference value associated with the shaft order (black color) subset is positive for a given mode. In that case, it can be stated that the spatial noise patterns of the beamforming maps for shaft order frequency bins have had an effect, which is larger than expected for that mode.

When analyzing the CPOD results, the values to be looked at should first be those pertaining to the relationship of the relative and the expected contributions. It can be seen in Fig. 9, that for the current test case, the energy contribution of the shaft order noise pattern is almost negligible for Mode 1. Thus the absolute (non-dimensional) values on the CPOD map of subset S (shown in the second row of the first column in Fig. 8) are quite small when compared to the CPOD map values of subset O. According
to these results, it can be stated that the shaft order noise pattern cannot be identified in Mode 1. When examining Modes 2 and 3, it can be seen that the difference values of the relative energy contributions and the expected contributions are positive for both of them. However, the deviation value is approximately four times higher for Mode 3 than for Mode 2. Consequently, the shaft order pattern is expected to appear with fewer additional patterns resulting from non-shaft order sources in Mode 3 than in Mode 2.

Provided that no additional information about the current model test case has been available other than the frequency values of the investigated noise sources, the following can be concluded according to the identification process based on the proposed combined method of this study. That the noise source pattern associated with shaft order tones can be found in Mode 3 and, in part, in Mode 2. As the data sets of the model test cases have been artificially generated, the characteristics of the input beamforming maps are known; the results can be verified by comparing them to the CPOD maps of the modes identified by the CPOD method (i.e., Modes 2 and 3). It can be concluded that the modal noise pattern highlighted in Mode 3 is indeed the shaft order pattern (see Fig. 5), and therefore the identification method has proven to be successful. It can also be seen that the pattern associated with the broadband component is dominant in Mode 1, which is also in agreement with the findings of the analysis, i.e., that subset O (all the other) is the primary contributor of that mode. However, there are certain pattern overlaps on the PCA and CPOD maps, the origins of which need to be explained. In Mode 1, while the elongated, L-shaped noise source pattern pertaining to the broadband component is undoubtedly dominant, the concentrated spot of the shaft order tone is also visible with a lower amplitude. This is due to the haystacking phenomenon, which causes the input beamforming maps of the distinct noise source patterns to be somewhat "contaminated" by one another. Hence an overlap will be present in the various modes. Haystacking is also the reason why the relative energy contributions in Fig. 8 are not made up entirely of only the contribution of one subset. For Mode 2, the overlapping is even more conspicuous. However, separating the patterns is still possible, since they are displayed with opposite signs by the CPOD method. In summary, the identification method is rather straightforward, quick, and simple, while a small number of factors need to be kept in mind during the analysis.

The effect of changing the dynamic range used when creating the input beamforming maps for the three model test cases has also been tested. The results are presented using the CPOD maps of their shaft order subsets (being the noise source under investigation), together with the bar-plots pertaining to the relationships of the expected and the actual relative energy contributions of the subsets (see Figs. 10 to 14).

At first glance it can be stated, that the modal noise patterns and relative energy contributions for each of the modes of the model test cases are the most similar for the ones for which the dynamic range of 12 dB has been applied (see Figs. 13 and 14). In contrast, the modal noise patterns are all different for the model test cases with the

Fig. 10 Modal noise patterns, shaft order CPOD subsets for the model test cases, 2 dB
2 dB dynamic range as shown in Fig. 10. A second point that should be noticed is that Mode 1 is never dominated by the shaft order component for any of the test cases. This has been expected, as the shaft order component is expected to be among the less energetic contributors.

Based on the separation of the modal noise patterns on the CPOD maps, it can be stated that the characteristic locations of the dominant noise generation mechanisms can be identified for each of the principal components which have been determined by the PCA processing of the beamforming data set. However, due to the presence of the haystacking phenomenon on the input beamforming map (which is intentional for the model test case investigations), some of the energy is transferred between the modes, causing an overlap of the shaft order and broadband noise patterns regardless of the peak-to-broadband ratio. Nevertheless, the determination of the shapes pertaining to the investigated noise sources can still be carried out in the cases investigated to date, since values associated with the various corresponding modal noise source patterns tend to have alternate signs due to the variation of their weighting coefficients. Furthermore, as a direct result of the various peak-to-broadband ratios, the identification of the noise patterns of the shaft order tones is the best for the HIGH model test case, for which the peak-to-broadband ratio is the highest (see the bottom rows of Figs. 10 to 13).
The effect of applying various dynamic ranges to the input beamforming maps has also been investigated. It has been found that the application of a small dynamic range can have a beneficial impact on the identification of the shaft order noise pattern. An improvement has been observed for the model test cases which contain input beamforming maps of lower peak-to-broadband ratios (e.g., for model test case LOW, as can be seen in the top row of Fig. 10). The reason for the beneficial effect is that the small dynamic range can mitigate the effect of the minimal rise of the tonal peak compared to the broadband. In comparison, the application of a dynamic range of high value can also be advantageous from another point of view, since less information is cut off artificially with the
limitation of the dynamic range. Therefore all the noise source patterns are present for the PCA and CPOD methods to process (see Figs. 12, 13). On the other hand, this can make the input noise source maps very similar to each other if a large portion of the beamforming maps have levels which are near the upper bound of the dynamic range. This makes the separation of the noise sources more complicated. However, the opposite signs and different amplitudes of the modal noise patterns on the CPOD maps (see Fig. 13 for example) can still make the identification of the shaft order patterns possible. It also needs to be kept in mind that the application of a dynamic range of too large a value might be rather disruptive for a non-artificial test case, for which the presence of many other noise sources and sidelobes is expected. It has therefore been concluded that an optimal value of the applicable dynamic range can and should be found for any given test case, which is approximately equal to the value of the peak-to-broadband ratio. However, it has to be noted that a dynamic range smaller than this optimal value could also be suitable for test cases for which the average peak-to-broadband ratio at higher frequencies is considerably smaller than at lower frequencies. In addition, it is also advised to consider the applicable dynamic ranges with respect to the specific beamforming method used to create the input beamforming maps so that the dynamic range of the input beamforming maps does not exceed the value recommended for the applied beamforming method. The above conclusions resulting from the analysis of the model test cases are applied throughout the rest of the paper in the investigation of the CROR test case.

6.2 Analysis of the CROR test case

The PCA and CPOD analysis of the CROR data set has been conducted similarly to that of the model test cases. It has been found that the majority of the energy is contained in the first five modes. The modal noise patterns of the PCA and CPOD maps of these most energetic modes have been superimposed over the measurement setup for clarity. It has to be noted, that the maps have been enlarged and cropped in order to show only the close surroundings of the rotors which is relevant for the present test case study.

It is expected that the various energy contributions of the modes can be used to find the modes in which the energy contribution of the shaft order frequency bins are the most dominant, from which the corresponding noise patterns of the noise generation mechanism can be identified. The “rule of thumb” approximation presented above to determine the optimal dynamic range value of the input beamforming maps has been tested and further improved. As the peaks on the spectrum of the CROR test case do not have the same heights, it has to be investigated whether the peak-to-broadband ratios of the larger or the smaller peaks have to be used for the approximation of the optimal dynamic range. For the current CROR test case, the average peak-to-broadband value of the larger peaks is around 12 dB, while the average peak-to-broadband value of the smaller peaks is around 4 dB. Therefore, the data set has been investigated using various dynamic ranges from 2 to 12 dB, in order to see which is most suitable for the identification of the shaft order pattern.

The complexity of the CROR test cases is considerably greater than that of the model test cases. Thus, it is also expected that the resulting modal noise patterns will not be as clean due to spatial interference and the potential overlaps of the various noise source patterns. Therefore, the corresponding modal noise patterns are expected to resemble the shapes and locations of the concentrated noise patterns associated with the investigated shaft order tones. In addition, it is also anticipated that the noise patterns show some characteristics that come from their overlapping with the BPF and broadband noise sources. The reason behind this is that rotating coherent BPF noise sources appear in every $12^{\text{th}}$ harmonic ($\text{BPF}_1$) and $10^{\text{th}}$ harmonic ($\text{BPF}_2$) of the fundamental shaft order frequency and the broadband noise sources appear in each and every frequency bin.

The relative energy contributions pertaining to the CPOD analysis of the beamforming data of the CROR test case with an applied dynamic range of 4 dB can be seen in Fig. 15. The PCA as well as the CPOD maps are shown in Fig. 16. Based on the examination of the relative energy contributions, it is found that Mode 5 is dominated by the frequency bins of shaft order tones. Even so, due to the presence of multiple noise generation mechanisms in each
of the frequency bins, the relative dominance of the shaft order tones is not entirely evident. Nonetheless, since values related to the various corresponding modal noise patterns have different signs and strengths, the localization of the shaft order tones (marked with a red circle on Fig. 16) is still possible. For Mode 5, the distinctive modal noise patterns of the investigated shaft order tones are characterized by positive values (different shades of red), in contrast to that of all the other noise source categories, which have negative values (blue). The conclusion of the CPOD analysis, namely that the shaft order noise pattern can be identified from the positive values in Mode 5, can be verified using the data presented in Subsection 4.2 in Fig. 2.

Furthermore, additional investigations have been carried out on the CROR data set, to ensure the accuracy of the PCA and CPOD based identification method. The effect of using input data sets comprised of different numbers of input beamforming maps on the CPOD identification process has been tested. It has been mentioned in Subsection 4.2, that the currently investigated frequency range of the CROR test case starts at the 1st BPFA and ends at the 10th. The BPFA has been divided into 50 bins of equal bandwidths, resulting in 451 frequency bins, i.e., input beamforming maps. For this bin independence study, various values for the upper limit of the investigated frequency range have been set. Therefore, the investigated frequency

Fig. 16 Modal noise patterns of the first five modes, CROR test case, 4 dB
range starts at the 1st BPFA in each case, but ends at the 5th, 6th, 7th, 8th and 9th BPFA, resulting in input beamforming map numbers of 201, 251, 301, 351 and 401 respectively. As such, by using fewer frequency bins, the size of the covariance matrix \( R \) (Eq. (2)) and the corresponding eigenvalue problem (Eq. (3)) changes. The influence of the number of frequency bins used in the investigation on the results is shown here by comparing the dominant modes of the shaft order tone. For each test case, the first CPOD modes in which the investigated noise pattern is dominant (thus the one having a relative energy contribution that rises above the expected contribution) have been examined. In Fig. 17 the CPOD maps corresponding to the shaft order 5) subsets of these modes are shown for the test cases examined during the bin independency study. The figure is supplemented with the original test case presented in Fig. 16, for which a frequency range of 1st to the 10th BPFA has been applied (see the far right-hand side of Fig. 17). It can be seen that the noise patterns, which have been identified as shaft order noise patterns by the combined method, are almost identical to that of the original test case for the cases for which the upper limit of the investigated frequency range have been set to the 7th, 8th and 9th BPFA. Furthermore, the cases for which an upper limit of the 5th and 6th BPFA has been set still reveal very similar noise patterns to that of the original CROR test case, but its shape and location are somewhat shifted. Therefore, the bin independence study has shown that the combined method presented herein is capable of identifying the investigated noise pattern even when a considerably smaller input data set is used.

The effect on the CPOD maps of applying various dynamic ranges has also been examined. The effect on the CPOD maps of applying various dynamic ranges is shown in Fig. 18. It has been determined that the noise source pattern associated with the shaft order frequency bins is dominant in Mode 5 for the data sets of beamforming maps with the applied dynamic ranges of 2, 4 and 12, while for the case when a dynamic range of 8 dB has been used, Mode 4 is dominant with respect to the shaft order subset. It has been found, that although applying a 2 dB dynamic range the effect of haystacking as well as the spatial interference of non-shaft-order sources are lowered, valuable information is lost in the process. Therefore, while the shaft order pattern is present on the CPOD map, it cannot be clearly identified. When a dynamic range of 4 dB has been applied, it can be stated that the percentage difference of the relative energy contribution is the highest among the shaft order dominated modes of the dynamic range investigations. When looking at the CPOD map associated with this shaft order dominant mode (i.e., Mode 5), it can be seen that the shaft order pattern can be clearly identified (marked with a red circle). Therefore, it can be stated, that an applied dynamic range of 4 dB is suitable for the current CROR test case. In contrast, the results pertaining to the larger dynamic ranges of 8 and 12 dB have been found to be difficult to interpret. The shaft order noise pattern can partly be seen, as the applied dynamic range is relatively large. However, sidelobes and many additional noise generation mechanisms are also present, making it harder (or even impossible) to identify the noise source pattern of the shaft order. Consequently, as the dynamic range of 4 dB is equal to the average peak-to-broadband value of the smaller tonal peaks, the "rule of thumb" approximation presented in Subsection 6.1 has been extended with the following guideline. In order to best identify the noise patterns using the CPOD method, the applied dynamic range is to be set to equal the value of the average peak-to-broadband ratio of the smaller tonal peaks.

![Fig. 17](image-url) Modal noise patterns of the most dominant shaft order modes for different input map numbers, 4 dB
7 Conclusion

The combined implementation of processing beamforming results using principal component analysis and common-base proper orthogonal decomposition has been studied by investigating counter-rotating open rotor noise. The main steps can be summarized as follows. The method starts with phased array measurements, then the beamforming maps are created using beamforming in the frequency domain. Next, the optimal plot dynamic range of the beamforming maps has to be determined in order to create suitable inputs for the CPOD based identification method. In order to identify the characteristic noise source patterns of a chosen noise source category, an initial PCA analysis is performed. Subsets associated with the investigated noise source categories are determined. CPOD is then used to analyze the relative energy contributions of the subsets and visualize their impacts in order to pinpoint modes in which the noise source patterns of the investigated noise sources are to be found and identified.
After conducting an initial analysis on artificially generated model test cases, the investigation of the CROR data set has been performed. It has been concluded that CPOD analysis is an effective method for giving the researchers guidance in identifying and localizing noise sources with various energy contributions without a time consuming sorting process. The method applied herein is able to extract even weak patterns that repeat throughout the domain of the set of beamforming maps under investigation. The analysis yields results that are easy to comprehend without special prior knowledge, which is an important advancement compared to the formerly used manual sorting method. It has also been found that the increase of the peak-to-broadband ratio significantly improved the identification and separation of the noise source patterns. The data sets have also been examined with multiple plot dynamic range settings with regard to the input beamforming maps. It has been found that while a larger dynamic range can be beneficial as it contains more information for the PCA and CPOD algorithms, it should still be chosen carefully, since the limited peak-to-broadband and mainlobe-to-sidelobe ratios of the beamforming results can have a negative effect on the quality of the separation and detection of the various spatial noise patterns of the noise sources involved in the investigation. It has been determined that an optimal value of plot dynamic range can be found for any investigated test case, which is approximately equal to the value of the peak-to-broadband ratio. In conclusion, it can be stated that the combined method presented herein can be used for the analysis of various kinds of turbomachinery noise sources.
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