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Abstract

In recent decades, technological advancements and digitalization have led to the emergence of numerous new instruments and 

measurement techniques in optics. Contactless measurement methods have gained increasing significance, especially since the 

COVID-19 pandemic. Profilometry, as an optical measurement technique, enables precise and non-destructive surface analysis. 

Compared to traditional contact-based methods, it offers numerous advantages, making it particularly useful in various fields, 

especially in medicine. These techniques allow for detailed examination of biological surfaces and tissues without physical contact, 

which is often crucial for patient safety. They can be applied to analyze skin structure, monitor wound healing, and assess the 

surface properties of implants and prosthetics while minimizing infection risks and other complications. 

Beyond medical applications, profilometric techniques are also widely used in the defense industry, materials science, and 

manufacturing, where accurate and rapid non-contact surface characterization is essential. Our research explores various types of 

profilometry and their potential applications using different models. The core principle involves projecting structured light onto a 

surface and capturing the distorted pattern. The reflected light contains the surface's characteristics, allowing its geometry to be 

reconstructed through image processing. The most used mathematical tools for this are Fourier and wavelet transforms, the latter 

often being more efficient due to its scaling and shifting properties. Besides these, other integral transforms can also be applied. 

In this research, we compare and evaluate different integral transform-based profilometric methods to derive useful conclusions.
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1 Introduction
In today's digital world, image processing is one of the 
most rapidly evolving fields, with applications rang-
ing from medical and biomechanical applications (tissue 
engineering) to satellite image analysis. The develop-
ment of optical techniques and image processing methods 
is gaining more attention each year, alongside the grow-
ing demand for contactless measurement methods, par-
ticularly in medicine [1]. These techniques are primarily 
based on mechatronic and optical principles, as exempli-
fied by robotic surgery, with the Da Vinci surgical sys-
tem being a well-known pioneer [2]. While this solution 
belongs to the field of telemanipulation, its success high-
lights the necessity of contact-free methods in healthcare.

One such technique is profilometry, an optical measure-
ment method that enables high-precision, non-destructive 
3D surface analysis. A related approach, deflectometry, 

is mainly used for inspecting reflective surfaces, detect-
ing topographical deviations with high sensitivity [3]. 
This method achieves sub-millimeter accuracy over large 
areas, making it invaluable in quality control and the auto-
motive industry, where it is employed to examine body 
panel surfaces [4]. However, a significant challenge in 
deflectometry is the calibration [5].

Both profilometry and deflectometry have multi-
ple variants. Contact profilometry (stylus profilometry) 
provides highly accurate measurements but is unsuit-
able for soft or delicate surfaces due to the physical con-
tact involved [6]. Among non-contact methods, Fourier 
Transform Profilometry (FTP) is widely used, alongside 
Phase-Measuring Profilometry (PMP), confocal profi-
lometry, and structured pattern detection (SPD) tech-
niques [7]. Advances in computational image processing 
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have introduced new measurement approaches, including 
laser profilometry, which relies on triangulation for fast 
and accurate surface mapping [8]. 

Fringe projection profilometry, the most relevant tech-
nique for this study, projects a known pattern onto a surface 
and derives geometry from the deformed reflection [9]. 
It allows fast measurement of large areas, while deflec-
tometry methods like Phase-Measuring Deflectometry 
(PMD) reconstruct surface normals from distorted phase 
data [3]. Understanding the limitations of each method 
is essential for selecting the most suitable approach and 
ensuring reliable analysis.

2 Surface reconstruction methods
This section briefly overviews the most widely used 3D 
surface reconstruction techniques, highlighting fun-
damental principles and key challenges. With ongoing 
developments in surface analysis, both new methods and 
hybrid approaches are emerging. Optical measurement 
techniques can be categorized by light source (coherent 
or non-coherent), surface type (diffuse or reflective), con-
tact nature (contact or non-contact), and resolution scale 
(microscopic or macroscopic) [10].

2.1 Moiré method
The Moiré phenomenon is a commonly observed opti-
cal effect encountered in everyday life. A typical exam-
ple occurs when two layers of finely woven fabric over-
lap, forming a coarse interference pattern that shifts 
significantly with minor layer displacement. This effect, 
illustrated in Fig. 1 [11], originates from the French 
word "moiré", meaning "wavy" or "flame-like" pattern. 
Physicists have studied the phenomenon since the 19th cen-
tury, and Lord Rayleigh [12] was among the first to pro-
pose its use for measurement applications. 

The effect arises from the interaction of base gratings, 
which, in optical terms, are amplitude gratings charac-
terized by their spatial frequency (the number of peri-
ods per unit length). When two such gratings overlap, 
a Moiré pattern forms, which—under a suitable setup—
represents the surface contours similarly to topographic 

maps. The Moiré fringes connect points on the examined 
surface that are equidistant from a reference plane. 

This technique can be considered a special case of 
interference. If one base grating represents the state of an 
object at time (t) and another at a later moment (t + 1), the 
resulting Moiré fringes reveal differences between these 
states. Consequently, any state of the object can be deter-
mined from the other two. More details on this method 
can be found in [7, 13, 14]. Additionally, it is important 
to mention that one of the most significant applications of 
Moiré techniques is in medical imaging, particularly in 
spinal and posture analysis [11].

There are two main types of the moiré method — 
shadow moiré and projection moiré — which are well-
known and widely studied in optical metrology. Although 
both techniques are relatively robust and simple to imple-
ment, their measurement accuracy strongly depends on 
the viewing and illumination angles, with typical resolu-
tion in the sub-millimeter range. Moiré-based profilome-
try is commonly used in medical diagnostics (e.g., pos-
ture or spinal analysis), material deformation studies, and 
mechanical strain visualization [11–14].

Overall, the moiré method is a well-established and 
effective technique with a wide range of applications.

2.2 Binary and gray code
Binary and gray code methods belong to the category 
of sequential 3D surface reconstruction techniques [15]. 
These approaches determine the three-dimensional shape 
of a surface by encoding and decoding projected patterns. 
They use black and white stripes to represent the projected 
pattern, ensuring that each point on the object's surface is 
assigned a unique binary code for differentiation. 

In general, an N pattern sequence can encode 2N 
stripes, requiring multiple images for accurate measure-
ment. The key advantages of this method are its simplic-
ity, robustness, and reliability due to the binary encoding. 
However, resolution is limited by computational capac-
ity, as achieving higher resolution necessitates projecting 
more stripes onto the surface. 

These techniques are widely used in robotics, cultural 
heritage 3D documentation, and machine vision. Further 
details on phase-shifting, gray code methods, and their 
combinations can be found in [15].

2.3 Stripe indexing
Stripe indexing is a single-shot technique for 3D surface 
reconstruction that determines surface topography from a 

Fig. 1 Moiré fringes of identical gratings with different angular 
deviations [11]



Forgács and Antal
Period. Polytech. Mech. Eng., 69(2), pp. 151–163, 2025 |153

single image. This makes it particularly advantageous for 
capturing moving objects or dynamic scenes where multi-
frame methods, such as phase-shifting, are unreliable. 
Since only one image is required, these techniques enable 
fast surface reconstruction. 

However, single-image measurements generally 
have lower resolution and accuracy than multi-frame 
approaches due to limited available information [16]. 
Additionally, decoding complex patterns can be challeng-
ing in noisy environments or on surfaces with uniform 
color and texture. Despite these limitations, stripe index-
ing is widely used in medical applications for rapid face 
and body scanning, as well as in industrial quality control, 
where speed is critical. 

The general workflow of stripe indexing consists of: 
1. Pattern projection: The object's geometry distorts 

the pattern.
2. Image capture: A camera records a single image of 

the surface with the deformed pattern. 
3. Pattern decoding: Different decoding algorithms are 

used depending on the pattern type. 
4. Reconstruction: This can be done using relative or 

absolute coordinates, employing geometric or con-
ventional calibration methods [17], ultimately gener-
ating the 3D model. 

This technique has several variations, as stripe index-
ing can follow different rules. For instance, a color camera 
can be used with colored stripes. One advantage of this 
approach is that it assigns indices based on colors, elimi-
nating errors that may arise with black-and-white or gray-
scale coding. Additionally, it enables real-time imaging 
and is among the most precise methods. 

Stripe indexing techniques are generally robust and 
fast, but their accuracy is limited by pattern complex-
ity and highly sensitive to surface texture and illumina-
tion conditions. These methods are widely used in face 
and body scanning, medical imaging, and rapid industrial 
quality control where speed is critical.

2.4 Grid indexing
Grid indexing is a fast, single-image 3D reconstruction 
method using uniquely identifiable grid patterns to map 
surface points. Like stripe indexing, it offers speed and 
motion tolerance but can be sensitive to noise and surface 
color due to its reliance on color-coded grids. Its applica-
tions are similar to those of other pattern-based techniques.

Different grid indexing strategies exist depending on the 
encoding approach [16]. One common method uses col-
or-coded vertical and horizontal grid lines to create unique 
indices. Another widely used strategy employs a pseudo-ran-
dom binary array (PRBA) to generate grid locations, marking 
them with points or patterns so that any window or sub-win-
dow maintains a unique encoded pattern. Alternatively, 
a multi-valued pseudo-random array can replace PRBA, 
using specialized codewords instead of points to form a dis-
tinctive projection pattern, as illustrated in Fig. 2. 

A final approach involves two-dimensional color-coded 
dot arrays. Though effective, this method requires a more 
time-consuming algorithm. Further details on this approach 
and its corresponding algorithm can be found in [18].

There are numerous approaches to enhancing the per-
formance of 3D surface analysis systems by combining 
multiple encoding schemes mentioned above to improve 
specific aspects. These newly developed techniques fall 
under the category of hybrid methods. 

Phase-shifting is one of the most widely used sequen-
tial methods in 3D surface reconstruction, based on pro-
jecting a sinusoidal pattern and capturing multiple phase-
shifted images to compute the surface geometry. It provides 
high accuracy and efficient data processing but is sensitive 
to motion and external disturbances due to its multi-frame 
nature. Its typical applications include skin and tissue anal-
ysis in medical imaging and defect detection in precision 
components. The method is highly precise (often at microm-
eter level), but its performance depends on accurate phase 
unwrapping and careful calibration, making it sensitive to 
both environmental conditions and parameter settings.

2.5 Phase shifting
Among sequential methods, the most widely used is 
phase-shifting, which relies on a series of structured pat-
terns for measurement. The principle involves projecting a 

Fig. 2 Use of mini-patterns as codewords for grid indexing [16]
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periodic light pattern, typically a sinusoidal grid, onto the 
target surface and shifting its phase in multiple steps [16]. 
By capturing several images at different phase shifts, the 
surface topography can be computed.  

This method offers high accuracy and efficient data pro-
cessing but is highly sensitive to motion and external con-
ditions. Since multiple images must be acquired sequen-
tially, even minimal movement of the pattern, measurement 
system, or object can introduce errors [19]. Phase-shifting 
techniques are widely applied in medical imaging for ana-
lyzing skin and tissue surfaces, as well as in industry for 
detecting surface defects in precision components. 

The measurement process follows these steps: 
1. Structured light projection: A sinusoidal grid pattern 

with known frequency and phase is projected onto 
the surface.

2. Phase shifting: The pattern's phase is shifted in dis-
crete steps, typically 0°, 90°, 180°, and 270°, with an 
image captured at each shift. 

3. Image acquisition: The camera records the distorted 
pattern at each phase shift, encoding the surface's 
geometric information. 

4. Phase calculation.
5. Phase unwrapping: The calculated phase values 

range from 0 to 2π. A phase unwrapping algorithm 
reconstructs a continuous phase profile. 

6. Height calculation. 

2.6 Deflectometry
Phase Measuring Deflectometry (PMD) is a non-contact 
method used to analyze smooth, reflective surfaces in 3D 
with micrometer-level accuracy [3]. It uses a camera and 
projection system to capture reflected sinusoidal patterns, 
from which surface normals and curvatures are computed.

PMD stands out due to its high accuracy, large dynamic 
range, and ability to measure entire surfaces simultaneously. 
As a non-contact method, it is particularly suitable for ana-
lyzing sensitive, reflective surfaces such as mirrors, lenses, 
optical components, and polished metals. More details on 
deflectometry and its variations can be found in [20–22]. 

Profilometry and deflectometry are closely related sur-
face analysis techniques, particularly Phase Measuring 
Profilometry (PMP) and PMD. Their differences are illus-
trated in Fig. 3. In profilometry, a projection system with 
imaging optics casts a structured pattern (e.g., parallel 
fringes) onto a surface. The deformations of this pattern, 
captured from a different angle, reveal the surface shape. 
In contrast, PMD does not use imaging optics. Instead, 
a pattern is displayed on a screen (e.g., a monitor), and the 
test surface acts as an imaging element (e.g., a mirror), 
forming a reflected image that is recorded and analyzed. 

Despite differences in optical setup (Fig. 3), PMD and 
PMP share similar data processing challenges, including 
phase retrieval and nonlinearity in digital light projection 
systems [21]. While both techniques derive 3D shape infor-
mation from the geometric relationship between the source 
and detectors, their mathematical and physical principles 
differ. PMP relies on optical triangulation to measure dif-
fuse surfaces, whereas PMD analyzes reflective surfaces 
based on the law of reflection. Additionally, PMP phase 
values directly correspond to height data, whereas in PMD, 
phase values encode both slope and height information.

3 Profilometry
Profilometry is a powerful surface analysis technique that 
enables precise three-dimensional characterization of 
objects. It can be categorized into two main types based on 
contact with the measured object: contact and non-contact 

(a) (b)

Fig. 3 The general measurement setup of (a) Phase Measuring Deflectometry and (b) Phase Measuring Profilometry [3]
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(optical) profilometry, such as confocal microscopy and 
interferometry. Non-contact profilometry offers clear 
advantages, including its versatility and the elimination 
of physical interaction, making it particularly valuable 
in medical applications [9]. By avoiding direct contact, it 
helps prevent hospital-acquired infections and facilitates 
low-risk examination of the back, neck, and spine (e.g., 
scoliosis), as well as delicate structures like blood vessels 
and internal organs [23, 24].

Structured light projection is widely utilized due to its 
extensive measurement range and high resolution, accom-
modating objects from a few micrometers to several 
meters in size. This makes it a crucial tool in both scien-
tific research and industrial applications, including:

• Dentistry and medical diagnostics [25, 26],
• Vibration analysis [27],
• Skin and wound monitoring [28],
• Corrosion analysis [29],
• Surface roughness measurement [30].

Beyond these applications, profilometry is employed 
in hearing aid design and the automotive industry. For 
instance, it enables the analysis of airbag deployment, 
providing critical data for design optimization and safety 
testing. Another intriguing case extends beyond forensic 
and law enforcement applications to modern digital tech-
nologies. The structured light technique's ability to deliver 
high-resolution, full-field 3D reconstruction in a non-con-
tact manner [9] makes it ideal for applications in video 
games and virtual reality.

Despite its widespread adoption and success in industry 
and research, profilometry has inherent limitations, such 
as dependency on surface properties and environmental 
conditions, leading to geometric constraints. However, 
when these factors are considered during method selection 
and application, highly accurate results can be achieved. 
As a contactless measurement technique, profilome-
try benefits from a straightforward experimental setup 
(Fig. 4). A complete measurement can be performed using 
standard laboratory equipment, including a data-process-
ing computer, a projector, and an imaging device - camera. 
Fig. 4 illustrates the general setup and imaging process of 
a profilometric measurement.

Once the measurement setup is complete and all neces-
sary components are in place, as shown in Fig. 4, the mea-
surement process can begin. The overall structure remains 
similar across different methods. 

The initial step (if required) is the optical calibration 
of the camera and projector to determine their intrinsic 
and extrinsic parameters. However, this step can be omit-
ted when using modern cameras and projectors, as relative 
coordinates in shape reconstruction can yield meaningful 
results without explicit calibration. 

The first essential step is structured pattern projection 
onto the target object, followed by capturing the reflected, 
distorted pattern. The subsequent phases involve image 
or data processing, which can be further divided depend-
ing on the applied method or mathematical approach. 
Generally, profilometric surface reconstruction consists of 
two main stages: image acquisition and data processing. 

The second stage can be further divided into three key 
steps. Once projection and data collection are complete, 
the next crucial step is fringe pattern analysis and phase 
computation. A fundamental part of this process is phase 
unwrapping [31], which resolves phase ambiguities caused 
by the periodic nature of inverse trigonometric functions, 
defined only in the [−π, π] range. Proper unwrapping tech-
niques are essential to prevent errors. 

The final step in profilometric image processing is sys-
tem calibration, which reconstructs 3D shapes by linking 
real-world and image coordinates [17]. This can be done 
using relative positioning of system components or by 
applying standard optical calibration methods to deter-
mine intrinsic and extrinsic parameters.

4 Mathematical tools of profilometry
Profilometric techniques can be categorized in various 
ways, but the most common classification is based on the 

Fig. 4 The imaging process and setup of fringe projection profilometry 
(FPP): pattern projection, reflection, and image acquisition [19]
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analysis and evaluation of fringe patterns. This catego-
rization primarily depends on the mathematical domain 
in which data processing occurs. Fringe pattern analysis 
can be performed using several mathematical transfor-
mations, including Fourier, wavelet, Gabor, Hilbert, and 
S-transforms [32, 33]. Additionally, many other meth-
ods exist, with numerous variations of each transforma-
tion [34]. Our research explores and models three pro-
filometry variants that require only a single image for 
execution. The study in [19] provides a comparative anal-
ysis of various phase-shifting methods, like our approach. 
Several mathematical techniques are available for ana-
lyzing reflected and deformed patterns, and they can be 
classified based on different criteria. For instance, profi-
lometric methods can be divided into spatial or tempo-
ral techniques, depending on whether a single or multi-
ple images are required for data processing. Additionally, 
they can be categorized based on whether image process-
ing is performed in the frequency domain or not.

4.1 Fourier transformation profilometry
Fourier Transformation Profilometry (FTP) [23] emerged 
after phase-shifting interferometry and gained wide-
spread adoption before the turn of the millennium [32–
35]. Its development was driven by the increasing use of 
Fourier transformation in image and signal processing, as 
well as advancements in modern cameras and computing 
power, which enabled faster data processing and the effi-
cient implementation of complex procedures. Early FTP 
was often referred to as the Takeda method, as Takeda was 
the first to publish on the subject [36]. 

Initially, the method utilized one-dimensional transfor-
mations, later expanding to two-dimensional applications. 
Despite this evolution, FTP offers significant advantages, 
such as requiring only a single image for measurement—
unlike phase-shifting methods—allowing dynamic objects 
to be analyzed. This also accelerates the contactless mea-
surement process. However, FTP is highly sensitive to 
optical aberrations and environmental noise, making phase 
unwrapping a challenging task. The operating principle of 
FTP aligns with general surface reconstruction techniques, 
with the key distinction that a Fourier transform is applied 
to the captured image. This transformation shifts the image 
data into the frequency domain, enabling the separation 
and analysis of different frequency components.

4.2 Wavelet transform
In addition to the previously discussed Fourier Transform 
(FT), alternative methods such as the Hilbert Transform, 

and the Wavelet Transform (WT) can also be applied [33]. 
Although the Hilbert Transform was introduced in the 
early 20th century, it was primarily used in mathematics 
and only later adopted in image processing. In contrast, 
the WT emerged as a novel approach in the 1990s and has 
since been extensively researched and applied [37, 38]. 
Various types of wavelet transforms exist, including early 
versions based on simple functions, such as the step func-
tion and the Morlet wavelet. In signal and image processing, 
biorthogonal wavelet families are widely used due to their 
linear phase properties. In profilometry, complex mother 
wavelets are particularly effective for analyzing fringe 
patterns, with notable families including Paul, Shannon, 
and Complex Gaussian wavelets. Additionally, Meyer 
and Gaussian wavelets belong to the class of real-valued 
wavelets. Further details on wavelet families and their 
theoretical background can be found in [37], while practi-
cal implementations are available in MATLAB's Wavelet 
Toolbox documentation [39].

Both the FT and WT offer different approaches to ana-
lyzing signals and images [34]. The FT decomposes a 
signal into sinusoidal components, providing frequency 
information with precise amplitude and phase values. 
However, it lacks localization, meaning it does not indi-
cate when or where specific frequencies appear within the 
signal. This limitation makes it unsuitable for analyzing 
signals with time-varying frequency content, as signals 
with identical frequencies but different time intervals yield 
the same Fourier representation [33]. Consequently, FT is 
mainly used for analyzing stationary signals and frequen-
cy-domain characteristics, such as in spectrum analysis.

WT, on the other hand, enables simultaneous time-fre-
quency (or space-frequency) analysis by decomposing sig-
nals into localized wavelets—finite-duration functions 
with zero mean. This decomposition allows for precise fre-
quency localization while preserving temporal or spatial 
information. Unlike FT, WT does not rely on sinusoidal 
functions but instead scales and shifts the mother wave-
let to extract localized features [40, 41]. This approach 
reduces artifacts from overlapping components, leading 
to more accurate edge analysis in images. Moreover, WT 
computations require only the signal values and their nega-
tions, eliminating the need for trigonometric functions.

Despite its advantages, WT involves more complex 
computations than FT, as it provides additional information 
on the signal's time or spatial distribution. The fundamen-
tal difference between the two methods lies in the analy-
sis function: FT uses infinite, symmetric sinusoidal waves 
of varying frequencies, whereas WT employs irregular, 
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asymmetric, and finite-duration wavelets (Fig. 5). This 
distinction significantly impacts the type of informa-
tion obtained. Furthermore, both continuous and discrete 
wavelet transforms (CWT and DWT) are widely used [37]. 
In digital signal and image processing, DWT is more prev-
alent due to its discrete nature. The primary difference is 
that CWT operates across all scales with continuous shifts 
of the wavelet, making it useful for various applications. 
Overall, WT is better suited for analyzing non-stationary 
signals with varying frequency components.

4.3 Hilbert Transform
The Hilbert Transform (HT) is a widely used mathemat-
ical tool in image and signal processing [42–44]. Various 
methods exist for extracting 3D shape information from 
distorted reflection patterns, with phase-shifting tech-
niques, Fourier transform (FT), wavelet transform (WT), 
and Hilbert transform being among the most significant. 
These three transforms are often compared or used inter-
changeably due to their similar applications but distinct 
characteristics. A detailed comparison of FT, WT, and 
Hilbert-Huang Transform (HHT) is provided in [45]. 

HHT, a modern extension of the classical HT, was 
developed by Huang around 1998, nearly a century after 
the original mathematical concept was introduced by 
David Hilbert in the early 20th century. While FT requires 
transforming signals into the frequency domain, HT oper-
ates within the same domain, simplifying computations. 
This property reduces computational complexity, though 
HT remains one of the more intricate methods. 

HT is a linear operator and can cause phase reversal of the 
original signal [42]. Its key mathematical properties include: 

1. The HT of a real function is linear.
2. Applying HT twice results in the negative of the 

original function.
3. The HT of a function's derivative is equivalent to the 

derivative of its HT. 
4. A function and its HT are orthogonal. 

HT shifts the input signal's phase by 90°, meaning 
a sine wave input results in a cosine wave output. Its lin-
earity makes it effective for analyzing frequency compo-
nents but limits its ability to process nonlinear signals. 
HHT addresses this by enabling the analysis of non-sta-
tionary and nonlinear signals. Both HT and HHT are 
widely used in digital filter design, radar systems, medi-
cal imaging, and other image processing applications [43]. 
Further details on HT and Hilbert-based profilometry can 
be found in [44–46]. 

Overall, these transformation methods are crucial tools 
in both industry and research. Each has unique advantages 
and limitations, making the choice of technique dependent 
on the specific application and conditions.

5 Application and results
In this section, we present the application of wavelet, 
Fourier, and Hilbert transform-based profilometry, along 
with our results on generated surfaces. For inquiries 
regarding the program codes, models, and solution meth-
ods used in this research, feel free to contact us via email 
or in person. While we have not prepared separate docu-
mentation for these algorithms, we have included detailed 
comments to highlight key sections. The MATLAB 
codes were developed based on the previously discussed 

(a) (b)

Fig. 5 (a) The original generated surface and (b) the reconstructed surface with Wavelet transform
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techniques and literature, using the MATLAB R2023a 
computing platform [39].

5.1 Wavelet transform-based profilometry
All implementations are demonstrated on a sufficiently 
complex surface generated using the MATLAB peaks() 
function [39]. This method produces a surface formed 
by a scaled and transformed combination of multiple 
Gaussian functions, depending on the chosen parameters. 
As a result, the surface features smoother transitions than 
a cube while being more complex and visually informa-
tive than a flat plane or a simple curve, making it an ideal 
choice for model testing. 

The first step in testing is generating the surface and the 
striped pattern. Next, the pattern is distorted by the sur-
face in a controlled environment. The final step involves 
processing the data and reconstructing the surface using 
the wavelet transform-based method, as described earlier. 

Fig. 5 illustrates the results: Fig. 5 (a) shows the origi-
nal artificially generated surface, while Fig. 5 (b) presents 
the reconstructed shape obtained through wavelet trans-
form profilometry.

Fig. 5 illustrates that the original surface was success-
fully reconstructed almost flawlessly using the wavelet 
transformation method. However, slight discrepancies at 
the edges of the restored surface are observed compared to 
the original. Therefore, we also calculated the difference 
between the two surfaces and created a so-called error 
surface by subtracting the original shape from the restored 
one. The error of the applied technique is shown in Fig. 6.

The difference between the reconstructed and the orig-
inal surface is negligible and mainly occurs at the edges, 

as shown in Fig. 5 and Fig. 6. Of course, a similar situa-
tion arises when examining different shapes, for example, 
those with more abrupt or less contrasting small changes 
on their surface.

Overall, with wavelet transformation profilometry, we 
successfully reconstructed the generated surfaces through-
out all tests. Despite the minor deviations, the measure-
ments performed on the presented artificially generated 
surfaces clearly demonstrate the properties and effective-
ness of the applied wavelet transformation method.

5.2 Fourier transform-based profilometry
The Fourier transform-based profilometry was imple-
mented and tested similarly to the wavelet and Hilbert 
transform methods. Since the MATLAB implemen-
tation [39] was built upon the previously introduced 
approach, only minor modifications were required to 
adapt the algorithm to Fourier transform principles while 
ensuring its efficiency. 

It is important to note that all three algorithms were 
tested on multiple surfaces with varying characteristics, 
yielding comparable accuracy to the results presented 
here. The pattern and surface generation, as well as the 
distortion process, followed the same methodology as 
in the wavelet transform (WT) approach. Consequently, 
the distorted pattern evolved similarly, and the gener-
ated surface remained unchanged, as no modifications 
were made to the generation procedure. The fundamental 
difference was the replacement of the wavelet transform 
with the Fourier transform and the necessary adjustments 
to align the algorithm with its properties. Fig. 7 illustrates 
the results: the left side (Fig. 7 (a)) shows the original gen-
erated surface, while the right side (Fig. 7 (b)) presents 
the reconstructed shape obtained through Fourier trans-
form profilometry. 

Fig. 7 demonstrates that the original generated surface 
was reconstructed with near-perfect accuracy using the 
Fourier transform method, achieving even greater preci-
sion than the wavelet transform approach. In this case, dis-
crepancies between the initial and reconstructed geome-
tries are barely noticeable, though the WT method also 
exhibited only minimal deviations. For a more compre-
hensive comparison, we calculated the difference between 
the original and reconstructed surfaces, with the spatial 
representation shown in Fig. 8.

The error associated with the surface shown in Fig. 7 (see 
Fig. 8) is on the order of  for the Fourier transform method, 
significantly lower than the corresponding value for the WT 

Fig. 6 The difference between the original and the restored surfaces in 
case of wavelet transform-based profilometry
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approach (Fig. 6). Similar accuracy was achieved for other 
artificially generated geometries, with negligible error. 
Overall, Fourier transform profilometry demonstrates high 
accuracy in reconstructing synthetic surfaces.

5.3 Hilbert transform-based profilometry
To ensure clarity and effective comparison, we followed 
the same principles as in previous approaches. The sur-
face generation and distortion steps remained unchanged, 
with modifications applied only to the second phase of 
the algorithm. Specifically, the transformation method 
was replaced, and key parameters were adjusted accord-
ing to relevant literature to fit our measurements. After 
these modifications, the final reconstructed surface was 
obtained using the unwrapped phase map, following the 
previously described methodology. Fig. 9 presents the 

original surface alongside the geometry reconstructed via 
the Hilbert transform.

In this case, the initial generated surface was success-
fully reconstructed. However, a minor deviation can be 
observed on the left side (closer edge) of the reconstructed 
geometry, which does not appear elsewhere. Across the 
rest of the surface, the error remains negligible. This phe-
nomenon is clearly visible in Fig. 10, which presents the 
error surface associated with the Hilbert transform.

5.4 Comparison and evaluation
In all presented MATLAB implementations [39], we 
highlight results where the characteristic properties and 
differences of each transformation are most apparent. 
Consequently, broad conclusions cannot always be drawn 
regarding profilometry processes using different trans-
formations. As in our code, several steps and parameters 
are adjustable, leading to varying outputs from identical 
inputs. However, the comparison remains relevant to our 
specific MATLAB implementations [39] and the funda-
mental structure of the algorithms. 

Notably, the smallest discrepancy between the original 
and reconstructed surfaces occurs with the Fourier trans-
form. In contrast, wavelet (WT) and Hilbert (HT) trans-
forms yield errors of similar magnitude but different dis-
tributions. The WT-induced deviation closely follows the 
surface topography: minimal in flat areas and more pro-
nounced in regions with abrupt changes. As a result, WT 
errors distribute more evenly across the shape, making them 
less visually prominent in reconstructions. Conversely, the 
HT-associated error is more noticeable since it does not fol-
low the surface geometry uniformly. Instead, it tends to 

Fig. 8 The difference between the original and the restored surfaces in 
case of Fourier-transform-based profilometry

(a) (b)

Fig. 7 (a) The original surface and (b) the reconstructed surface with Fourier transform
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accumulate at the edges—typically more on one side—
while the central region exhibits negligible deviation, sim-
ilar to the Fourier transform. This behavior is also influ-
enced by the boundary effects of the applied transforms, 
which become more pronounced when local features or 
sudden transitions occur near the edges of the surface.

Each transform-based profilometry method offers dis-
tinct advantages and limitations, depending on the nature 
of the surface being analyzed and the specific require-
ments of the application. Fourier Transform Profilometry 
(FTP) is straightforward to implement, computationally 
efficient, and highly accurate when dealing with smooth, 
periodic, or globally structured surfaces. Its major limita-
tion, however, lies in its global nature: it lacks spatial local-
ization, making it less effective when analyzing surfaces 
with localized or non-stationary features. Additionally, its 

sensitivity to high-frequency noise and phase discontinu-
ities can lead to reconstruction errors, particularly in areas 
with sharp edges or complex geometries.

Hilbert Transform (HT)-based profilometry represents 
a lightweight alternative with relatively simple computa-
tion, as it avoids full frequency-domain processing. While 
HT can provide accurate phase information in many cases, 
its reconstructions often suffer from directional bias, espe-
cially near the image boundaries. The method does not 
adapt well to localized surface features, and the errors it 
introduces often manifest asymmetrically, typically along 
one axis. This makes it less robust in applications requir-
ing high geometric fidelity across the entire surface.

In contrast, Wavelet Transform (WT)-based profilometry 
offers the greatest adaptability among the evaluated meth-
ods. Unlike the global nature of FT and the directional sen-
sitivity of HT, WT enables multi-resolution analysis, allow-
ing both local and global features to be captured effectively. 
The method benefits from a wide selection of mother wave-
lets and tunable parameters, such as scale and translation, 
which make it highly customizable for various types of sur-
faces and noise conditions. These properties also explain 
why WT errors are generally more uniformly distributed 
and conform more closely to the surface profile. While WT 
requires more careful tuning and is computationally more 
demanding, its scalability, shift invariance, and parameter 
flexibility make it especially suitable for real-world appli-
cations, where surface complexity and measurement condi-
tions vary. In practice, the ability to choose an appropriate 
wavelet basis and adapt its parameters to a specific mea-
surement task is a significant advantage—something that is 
not available to the same extent in FT or HT methods.

(a) (b)

Fig. 9 (a) The original surface and (b) the reconstructed surface with Hilbert transform

Fig. 10 The difference between the original and the restored surfaces in 
case of Hilbert transform-based profilometry
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Finally, it is worth noting that all transform-based pro-
filometry techniques are affected by the properties of the 
reconstructed surface itself. The spatial frequency con-
tent, curvature, and abrupt transitions directly influence 
the reconstruction error, and different methods respond 
differently to these challenges. While FT and HT are more 
prone to producing artifacts in the presence of sharp dis-
continuities, WT can better adapt to such irregularities, 
assuming proper parameterization is used. This reinforces 
our conclusion that method selection should be task-spe-
cific, and in many complex or practical scenarios, WT is 
likely the most robust and versatile choice.

6 Summary
Profilometry enables the contactless, non-destructive 
examination of an object's three-dimensional structure. 
This technique plays a crucial role in various industries, 
including automotive manufacturing, production technol-
ogy, and medical applications. 

Based on our research and the artificially generated test 
surfaces, all three transformation-based methods success-
fully achieved high accuracy in reconstructing the gen-
erated shapes. The Fourier transform (FT) provided the 
most precise results; however, it is less robust and adapt-
able to different measurement tasks compared to the wave-
let transform (WT). Notably, the Hilbert transform (HT) 
yielded accuracy comparable to FT, except for errors con-
centrated at surface edges. Consequently, while the Fourier 
Transform achieved the lowest absolute error, the Hilbert 
Transform also produced highly accurate reconstructions, 
particularly in central regions, making it a viable alterna-
tive in specific cases. Among the three approaches, WT 
offers the highest degree of flexibility and optimization 
potential due to its tunable parameters. Consequently, it 
stands out as the most robust method, best suited for real-
world applications based on our findings.
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