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#### Abstract

The derivation of crystallographic groups in the Euclidean $n$-space $\delta^{n}$ (think of $n=2,3$ ) will be illustrated by the space groups $\mathbf{P m}, \mathbf{P b}$ and $\mathrm{Bm}, \mathrm{Bb}$ belonging to the geometric crystal class (point group) m . Some new directions of investigations will be indicated, e.g. the orbit for densest ball packing, minimally presenting fundamental polyhedron, data base and computer realization for each space group class amongst the 219 (230) ones. This paper is based on the lectures held several times by the author.


## 1. Introduction, Pm as a Typical Example

Figures like point systems, ideal crystals, etc. in the Euclidean $n$-space $\mathscr{B}^{n}$ can be characterized by those geometric transformations which carry a given figure $\mathcal{F}^{F}$ in itself. The set $G$ of these one-to-one self-mappings of $\mathscr{F} \subset \mathscr{B}^{n}$ is equipped by the operation of composing a first mapping $\alpha \in G$ with a second one $\beta \in G$ to obtain the product $\gamma=\alpha \beta \in G$. The following notations indicate this for any point $X \in \mathscr{F}$

$$
\begin{equation*}
\alpha: X \mapsto X^{\alpha} ; \beta: X \mapsto X^{\beta} ; \gamma:=\alpha \beta: X \mapsto X^{\gamma}:=\left(X^{\alpha}\right)^{\beta} . \tag{1.1}
\end{equation*}
$$

Introducing an origin $O \in \mathcal{E}^{n}$ and a vector basis

$$
\begin{equation*}
\left\{\mathbf{e}_{i}\right\}:=\left\{\mathbf{e}_{1}, \mathrm{e}_{2}, \ldots, \mathrm{e}_{n}\right\} \tag{1.2}
\end{equation*}
$$

for the Euclidean real vector space $\mathbf{E}^{n}$, any point $X \in \mathscr{E}^{n}$ can be described by the position vector

$$
\begin{equation*}
\overrightarrow{O X}:=\mathbf{x}=\sum_{i=1}^{n} x^{i} \mathbf{e}_{i}=: x^{i} \mathbf{e}_{i} \tag{1.3}
\end{equation*}
$$

[^0](summing up for $i=1,2, \ldots, n$ by Einstein convention, used also later on) with the real coordinates $x^{1}, x^{2}, \ldots, x^{n} \in \mathrm{R}$. Then the inner product (of signature $(+,+, \ldots,+))$
\[

$$
\begin{gather*}
\langle;\rangle: \mathbf{E}^{n} \times \mathbf{E}^{n} \rightarrow \mathbf{R},\langle\mathbf{x} ; \mathbf{y}\rangle=\left\langle x^{i} \mathbf{e}_{i} ; y^{i} \mathbf{e}_{j}\right\rangle=  \tag{1.4}\\
=x^{i} y^{i}\left\langle\mathbf{e}_{i} ; \mathbf{e}_{j}\right\rangle=: x^{i} y^{i} g_{i j}
\end{gather*}
$$
\]

is defined in $\mathbf{E}^{n}$ by the symmetric matrix $g_{i j}=:\left\langle\mathbf{e}_{i} ; \mathbf{e}_{j}\right\rangle=\left\langle\mathbf{e}_{j} ; \mathbf{e}_{i}\right\rangle=g_{j i}$. Thus, the distance for any two points and the angle $\in[0, \pi]$ of any two vectors can be usually introduced by

$$
d(X, Y):=\sqrt{\left(x^{i}-y^{i}\right)\left(x^{j}-y^{j}\right) g_{i j}}
$$

and

$$
\begin{equation*}
\cos a(\mathbf{x}, \mathbf{y}):=x^{i} y^{i} g_{i j} / \sqrt{\left(x^{r} x^{s} g_{r s}\right)\left(y^{u} y^{v} g_{u v}\right)} \tag{1.5}
\end{equation*}
$$

respectively. An affine transformation $\alpha=(\mathbf{A}, \mathbf{a})$ of $\mathscr{E}^{n}$ is defined by a linear transformation $\mathbf{A}$ of $\mathbf{E}^{n}$ and a vector $\mathbf{a}:=\overrightarrow{O O^{\alpha}}$. Here

$$
\begin{gather*}
\mathbf{x}^{\alpha}:=\mathbf{x} \mathbf{A}+\mathbf{a} ;\left(x^{i} \mathbf{e}_{i}\right)^{\alpha}=\left(x^{i} \mathbf{e}_{i}\right) \mathbf{A}+a^{j} \mathbf{e}_{j}= \\
=x^{i}\left(\mathbf{e}_{i} \mathbf{A}\right)+a^{j} \mathbf{e}_{j}=x^{i} a_{i}^{j} \mathbf{e}_{j}+a^{j} \mathbf{e}_{j}=\left(x^{i} a_{i}^{j}+a^{j}\right) \mathbf{e}_{j} \tag{1.6}
\end{gather*}
$$

show how to get the image of a point $X\left(\mathbf{x}=x^{i} \mathbf{e}_{i}\right)$ by the matrix $a_{i}^{j}$ of $\mathbf{A}$ and by the vector $\overrightarrow{O O^{\alpha}}=: \mathbf{a}=a^{j} \mathbf{e}_{j}$. The product of $\alpha(\mathbf{A}, \mathbf{a})$ and $\beta(\mathbf{B}, \mathbf{b})$ will be

$$
\begin{equation*}
\alpha \beta(\mathbf{A B}, \mathbf{a B}+\mathbf{b}) . \tag{1.7}
\end{equation*}
$$

With the identity mapping $1=(\mathbf{1}, \mathbf{0})$ the inverse of $\alpha$ will be

$$
\begin{equation*}
\alpha^{-1}=(\mathbf{A}, \mathbf{a})^{-1}=\left(\mathbf{A}^{-1},-\mathbf{a} \mathbf{A}^{-1}\right) \tag{1.8}
\end{equation*}
$$

where $\mathbf{A}^{-1}$ denotes the inverse of $\mathbf{A}$. In particular, $\alpha=(\mathbf{A}, \mathbf{a})$ is said to be an isometry of $\mathscr{E}^{n}$, if $\mathbf{A}$ preserves the inner product, i.e. for any $\mathbf{x}, \mathbf{y} \in \mathbf{E}^{n}$

$$
\begin{equation*}
\langle\mathbf{x} \mathbf{A} ; \mathbf{y} \mathbf{A}\rangle=\langle\mathbf{x} ; \mathbf{y}\rangle \tag{1.9}
\end{equation*}
$$

For the matrix $a_{i}^{j}$ of $\mathbf{A}$ this implies the matrix equation

$$
\begin{equation*}
a_{i}^{r} a_{j}^{s} g_{r s}=g_{i j} \tag{1.10}
\end{equation*}
$$



Fig. 1.1. A monoclinic primitive lattice $m P$ with Gramian (1.11).
Here $-\sqrt{2} / 2 \leq g_{12} / \sqrt{g_{11} g_{22}}=\cos \left(\mathrm{e}_{1}, \mathrm{e}_{2}\right) \leq 0$ can be assumed

Summarizing, the affine transformations of $\mathscr{E}^{n}$ form a group Aff $\mathscr{E}^{n}$ with the composition as group operation. The isometries of $\mathscr{E}^{n}$ is a subgroup Isom $\mathscr{E}^{n} \subset$ Aff $\mathscr{E}^{n}$. The transformation group of a figure $\mathscr{F} \subset \mathscr{E}^{n}$ can be considered as a subgroup of Aff $\mathscr{E}^{n}$ or rather a subgroup of Isom $\mathscr{E}^{n}$.

As an example, we introduce the crystallographic space group $\mathbf{P m}$ consisting of two types of isometries of $\mathscr{E}^{3}$ : The monoclinic primitive lattice $\mathbf{L}_{\mathbf{P m}}=: m P$ is spanned by three translations (Fig. 1.1)

$$
\begin{align*}
& \left(\mathbf{1}, \mathbf{e}_{1}\right),\left(\mathbf{1}, \mathbf{e}_{2}\right),\left(\mathbf{1}, \mathbf{e}_{3}\right) \text { with the Gramian } \\
& \left(g_{i j}\right):=\left(\left\langle\mathbf{e}_{i} ; \mathbf{e}_{j}\right\rangle\right):=\left(\begin{array}{ccc}
g_{11} & g_{12} & 0 \\
g_{21} & g_{22} & 0 \\
0 & 0 & g_{33}
\end{array}\right) \tag{1.11}
\end{align*}
$$

and the other transformations (reflections, glide reflections) are of the form ( $\mathrm{M}, \mathrm{l}:=l^{i} \mathrm{e}_{i}$ ) with integer triples $\left(l^{1}, l^{2} . l^{3}\right)$ ant with

$$
\mathbf{e}_{i} \mathbf{M}=m_{i}^{j} \mathrm{e}_{j}, \quad\left(m_{i}^{j}\right)=\left(\begin{array}{ccc}
1 & &  \tag{1.12}\\
& 1 & \\
& & -1
\end{array}\right)
$$

The space group $\mathbf{P m}$ is no. 6 in the International Tables $(1976,1983)$. It is briefly given by the following notations

$$
\begin{array}{llllll}
\mathbf{2} & c & \mathbf{1} & x, y, z & x, y, \bar{z} & (\bar{z} \text { means }-z) \\
1 & b & \mathbf{m} & x, y, \frac{1}{2} & &  \tag{1.13}\\
1 & a & \mathbf{m} & x, y, 0 . & &
\end{array}
$$

In dimension $n=3, x=x \mathbf{e}_{1}+y \mathbf{e}_{2}+z \mathbf{e}_{3}$ usually denotes a general position vector, and in the first row of (1.13) the row matrix ( $x y z$ ) is understood modulo an integer triple, characterizing the lattice $m P$ in (1.11) implicitly. In the first row of (1.13)

$$
\left(\begin{array}{ll}
x y-z
\end{array}\right)=\left(\begin{array}{lll}
x y & y & z
\end{array}\right)\left(\begin{array}{lll}
1 & & \\
& 1 & \\
& & -1
\end{array}\right) \text { mod integer triple }
$$

means just reflections and glide reflections at (1.12).
In the first row of (1.13) 2 means the number of the $c$-type (most general) Wyckoff positions (orbit type) in a unit parallelepiped (unit cell) with respect to the basis $\left\{\mathbf{e}_{i}\right\}$ at (1.11) (Fig. 1.2):


Fig. 1.2. A unit parallelepiped (unit cell) $\mathscr{P}_{\mathrm{mP}}$ for $m P$ (see (1.14))


Fig. 1.3. A fundamental domain $\mathscr{F}_{\mathrm{Pm}}$ for the space group Pm , which serves a minimal presentation described at formulas (1.17-1.19)

$$
\begin{equation*}
\mathscr{P}_{m P}:=\left\{P\left(p^{1}, p^{2}, p^{3}\right): 0 \leq p^{1}<1, \quad 0 \leq p^{2}<1, \quad 0 \leq p^{3}<1\right\} \tag{1.14}
\end{equation*}
$$

To each point of this orbit the trivial stabilizer subgroup 1 (in $\mathbf{P m}$ ) is associated.

In the second row of (1.13) we find the $b$-type orbit with 1 point in the unit cell (1.14). From this orbit each point is fixed under certain reflection in $\mathbf{P m}$, e.g.

$$
\left(x y \frac{1}{2}\right)=\left(\begin{array}{ll}
x y & \frac{1}{2}
\end{array}\right)\left(\begin{array}{lll}
1 & & \\
& 1 & \\
& & -1
\end{array}\right)+\left(\begin{array}{lll}
0 & 0 & 1
\end{array}\right)
$$

Now the stabilizer subgroup is denoted by $m=\{\mathbf{1}, \mathbf{M}\}$ as a linear finite matrix group consisting of

$$
(\mathbf{1})=\left(\begin{array}{lll}
1 & &  \tag{1.15}\\
& 1 & \\
& & 1
\end{array}\right),(\mathbf{M})=\left(\begin{array}{lll}
1 & & \\
& 1 & \\
& & -1
\end{array}\right)
$$

In the third row of (1.13) we find the a-type orbit analogously. From (1.13) we read off a fundamental polyhedron (Fiy. 1.3 ) by halving the unit cell $\mathcal{P}_{m P}$ :

$$
\begin{equation*}
\mathcal{F}_{\mathrm{Pm}}:=\left\{F\left(f^{1}, f^{2}, f^{3}\right): 0 \leq f^{1} \leq 1, \quad 0 \leq f^{2} \leq 1, \quad 0 \leq f^{3} \leq \frac{1}{2}\right\} \tag{1.16}
\end{equation*}
$$

This is an asymmetric unit for the space group Pm. This marked parallelepiped $O E_{1} E_{12} E_{2} O^{\prime} E_{1}^{\prime} E_{12}^{\prime} E_{2}^{\prime}$ is equipped by face pairing transformations (involutive face identifications) as follows.

$$
\begin{array}{lllll}
\mu: & O E_{1} E_{12} E_{2} & \longrightarrow & O E_{1} E_{12} E_{2} & \text { reflection in a (mirror) plane, } \\
\mu^{\prime}: & O^{\prime} E_{1}^{\prime} E_{12}^{\prime} E_{2}^{\prime} & \longrightarrow & O^{\prime} E_{1}^{\prime} E_{12}^{\prime} E_{2}^{\prime} & \text { plane reflection again }, \\
\tau_{1}: & O E_{2} E_{2}^{\prime} O^{\prime} & \longrightarrow & E_{1} E_{12} E_{12}^{\prime} E_{1}^{\prime} & \text { translation by } \mathbf{e}_{1}  \tag{1.17}\\
\tau_{2}: & O E_{1} E_{1}^{\prime} O^{\prime} & \longrightarrow & E_{2} E_{12} E_{12}^{\prime} E_{2}^{\prime} & \text { translation by } \mathbf{e}_{2}
\end{array}
$$

These face pairing isometries generate the space group $\mathbf{P m}$, and they induce the edge classes of $\mathscr{F}_{\mathrm{Pm}}$. Any edge class determines a relation for these generators. E.g. for the class $\Longrightarrow\left\{O E_{1}, E_{2} E_{12}\right\}$ we have the following Poincaré algorithm:


That means, we start with a flag of incident vertex $O$, edge $O E_{1}$ and face $O E_{1} E_{12} E_{2}$ of $\mathscr{F}_{\mathrm{Pm}}$ and consider the image flag under the face pairing (1.17). Then we keep the image edge (oriented) and link the second face incident to this edge at $\mathscr{F}_{\mathrm{Pm}}$, and so on (see Molnár, E. (1992), Molnár, E. Prok, I. (1988)). Now, the cycle transformation, as a product, is

$$
\mu \tau_{2} \mu \tau_{2}^{-1}=1 \text { the identity mapping. }
$$

Because it fixes the edge $O E_{1}$ and - by the right angles at $O E_{1}$ and $E_{2} E_{12}$ - it fixes also the starting flag.

In Fig. 1.3 we did not indicate all the 5 edge classes induced by the generators on $\mathcal{F}_{\mathrm{Pm}}$. We have 5 edge relations for $\mathbf{P m}$ and, with the 2 reflection relations, we finally obtain a minimal geometric presentation for the space group

$$
\begin{gather*}
\mathbf{P m}:=\left(\mu, \mu^{\prime}, \tau_{1}, \tau_{2}-1=\mu^{2}=\mu^{\prime 2}=\mu \tau_{2} \mu \tau_{2}^{-1}=\right. \\
\left.\mu \tau_{1} \mu \tau_{1}^{-1}=\mu^{\prime} \tau_{2} \mu^{\prime} \tau_{2}^{-1}=\mu^{\prime} \tau_{1} \mu^{\prime} \tau_{1}^{-1}=\tau_{1} \tau_{2} \tau_{1}^{-1} \tau_{2}^{-1}\right) \tag{1.19}
\end{gather*}
$$

Note that the translation $\tau_{3}\left(\mathbf{1}, \mathbf{e}_{3}\right)$ is a product $\mu \mu^{\prime}$ of the generators. Thus, every transformation of $\mathbf{P m}_{\mathrm{m}}$ can be expressed as a product (word) of the above generators and their inverses, and every relation in $\mathbf{P m}$ is an algebraic consequence of the above defining relations.

For instance, the relation $1=\tau_{1} \tau_{3} \tau_{1}^{-1} \tau_{3}^{-1}$, expressing the commutativity of the translations $\tau_{1}$ and $\tau_{3}=\mu \mu^{\prime}$, can be derived as

$$
\tau_{1} \mu \mu^{\prime} \tau_{1}^{-1}\left(\mu^{-1} \mu^{-1}\right)=\tau_{1} \mu\left(\mu^{\prime} \tau_{1}^{-1} \mu^{\prime}\right) \mu=\tau_{1} \mu \tau_{1}^{-1} \mu=1
$$

Indeed, it is a consequence of the 1 st, $2 \mathrm{nd}, 6$ th, 4 th defining relations.
We imagine that the group $\mathbf{P m}$ transforms the fundamental polyhedron $\mathscr{F}_{\mathrm{Pm}}$ first onto its face neighbours. E.g. the image $\mathscr{F}^{\boldsymbol{r}_{1}}$ is adjacent to $\mathscr{F}$ at the common face

$$
E_{1} E_{12} E_{12}^{\prime} E_{1}^{\prime}=: f_{\tau_{1}}=\left(O E_{2} E_{2}^{\prime} O^{\prime}\right)^{\tau_{1}}=:\left(f_{\tau_{1}^{-1}}\right)^{\tau_{1}}
$$

Then the second neighbours follow, e.g.
$\mathscr{F}^{\tau_{1}}$ and $\mathscr{F}^{\mu \tau_{1}}$ are adjacent at the common face $\left(f_{\mu}\right)^{\tau_{1}}=\left(f_{\mu}\right)^{\mu \tau_{1}} ;$

$$
\mathscr{F}^{\tau_{1}} \text { and } \mathscr{F}^{\tau_{2} \tau_{1}} \text { are adjacent at }\left(f_{\tau_{2}}\right)^{\tau_{1}}=\left(f_{\tau_{2}^{-1}}\right)^{\tau_{2} \tau_{1}},
$$

and so on. We obtain a space tiling by the $\mathbf{P m}$-images of $\mathscr{F}_{\mathrm{Pm}} . \mathscr{F}_{\mathrm{Pm}}$ itself represents the identity 1 of $\mathbf{P m}$, each other represents a word of the generators obtained by the path crossing the faces of image polyhedra, consecutively. Any circle path (i.e. circuit) in this group graph of $\mathbf{P m}$, above, means a relation amongst the generators. Without any more explanations we indicate the geometric proof that
any relation is an algebraic consequence of the defining relations.
Indeed, any circle path can be simplified around the edges of the tiling step-by-step to the trivial circuit.

We emphasize that $\mathbf{P m}$ has also other fundamental polyhedra with other presentations, analogously as above. A typical one is the very important Dirichlet polyhedron belonging to a general orbit ( $c$-type) of $\mathbf{P m}$. Fig. 1.4 shows a hexagonal prism $\mathscr{D}_{\mathrm{Pm}_{\mathrm{m}}}(D)$ to a kernel point $D\left(d^{1}, d^{2}, \frac{1}{4}\right)$. The Dirichlet polyhedron itself is defined as

$$
\begin{equation*}
\mathscr{D}_{\mathbf{P m}}(D):=\left\{X \in \mathscr{B}^{3}: D X \leq X D^{\alpha} \text { for any } \alpha \in \mathbf{P m}\right\} . \tag{1.20}
\end{equation*}
$$

Only finitely many half-spaces occur at forming $\mathscr{D}_{\mathrm{Pm}}(D)$, in general. We have a presentation again for the space group

$$
\begin{align*}
\operatorname{Pm} & =\left(\mu, \mu^{\prime}, \tau_{1}, \tau_{2}, \tau_{12}-1=\mu^{2}=\mu^{\prime 2}=\mu \tau_{1} \mu \tau_{1}^{-1}=\mu \tau_{2} \mu \tau_{2}^{-1}=\right. \\
& =\mu \tau_{12} \mu \tau_{12}^{-1}=\mu^{\prime} \tau_{1} \mu^{\prime} \tau_{1}^{-1}=\mu^{\prime} \tau_{2} \mu^{\prime} \tau_{2}^{-1}=\mu^{\prime} \tau_{12} \mu^{\prime} \tau_{12}^{-1}= \\
& \left.=\tau_{1} \tau_{2} \tau_{12}^{-1}=\tau_{2} \tau_{1} \tau_{12}^{-1}\right) . \tag{1.21}
\end{align*}
$$



Fig. 1.4. The Dirichlet polyhedron $\mathscr{D}_{\text {Pm }}$ for the orbit of a point $D$ under the space group Pm (see (1.20))

For each general point $X\left(x^{1}, x^{2}, x^{3}\right)$ of $c$-type we can consider the orbit of $X$ under $\mathbf{P m}_{\mathbf{m}}$ and the ball packing with centres at the orbit

$$
\begin{equation*}
X^{\mathrm{Pm}}:=\left\{X^{\alpha} \in \mathcal{E}^{3}: \alpha \in \mathbf{P m}\right\} \tag{1.22}
\end{equation*}
$$

and with radius

$$
\begin{equation*}
r(X, \mathbf{P m})=\min _{\alpha \in \operatorname{Pm}, X \neq X^{a}}\left\{\frac{1}{2} d\left(X, X^{\alpha}\right)\right\} \tag{1.23}
\end{equation*}
$$

The density of the ball packing is defined now as

$$
\begin{equation*}
\delta(X, \mathbf{P m})=\frac{4}{3} r^{3} \pi / \operatorname{vol} \mathscr{F}_{\mathrm{Pm}} \tag{1.24}
\end{equation*}
$$

where the volume of $\mathscr{F}_{\mathrm{Pm}}$ depends on the Gramian in (1.11)

$$
\begin{equation*}
\operatorname{vol} \mathscr{F}_{\mathrm{Pm}}=\frac{1}{2} \operatorname{vol} \mathscr{P}=\frac{1}{2} \sqrt{\left(g_{11} g_{22}-g_{12} g_{21}\right) g_{33}} . \tag{1.25}
\end{equation*}
$$

Thus, we can ask for the densest ball packing under the space group Pm up to a similarity, and for the maximal density depending on the isomorphism class of $\mathbf{P m}$.

$$
\begin{equation*}
\delta\left(\mathbf{P}_{\mathbf{m}}\right):=\max _{X,\left(g_{i j}\right)}\{\delta(X, \mathbf{P} \mathbf{m})\} \tag{1.26}
\end{equation*}
$$

For the orbits of $c$-type the densest ball packing is attained with a point $D$ and Dirichlet polyhedron $\mathscr{D}_{\mathbf{P m}}(D)$ at formula (20), with Gramian, radius and density

$$
\left(g_{i j}\right)=\left(\begin{array}{ccc}
4 & -2 & 0  \tag{1.27}\\
-2 & 4 & 0 \\
0 & 0 & 16
\end{array}\right) ; r=1, \delta(\mathbf{P m})=\frac{\pi \cdot \sqrt{3}}{9} \approx 0,6046,
$$

respectively. The same question for the orbits of $a$ - or $b$-type is answered by Gramian, radius and the same density as

$$
\left(\bar{g}_{i j}\right)=\left(\begin{array}{ccc}
4 & -2 & 0  \tag{1.28}\\
-2 & 4 & 0 \\
0 & 0 & 4
\end{array}\right), \bar{r}=1, \bar{\delta}(\mathbf{P m})=\frac{\pi \sqrt{3}}{9} .
$$

We remark that an orbit and a ball packing under $\mathbf{P m}$ has a larger selfsymmetry group, in general. This is the space group P2/m no. 10 that will be described in Section 6.

## 2. About the History and the General Theory

It was a great discovery in the history of science that E. S. Fedorov (1890), A. Schoenflies (1891) and W. Barlow (1894) completed the list of 219 isomorphism classes (or 230 oriented affine classes) of the crystallographic space groups in the Euclidean space $\mathscr{E}^{3}$. Thus, the initiatives of F. C. Hessel (1830), A. Bravais (1850), C. Jordan (1867), L. Sohncke (1879) and others had been fulfilled before the discovery of material crystal structures by M. von Lave (1912).

Famous mathematicians as H. Minkowski (1905), G. Frobenius (1911), L. Bieberbach (1912), H. Zassenhaus (1948), A. C. Hurley (1951, 67), E. C. Dade (1965), R. Bülow (1967), J. Neubüser (1969), H. Wondratschek (1971) and many others worked on the $n$-dimensional theory, particularly for $n=4$. Finally by 1973 the 4783 isomorphism classes ( 4895 oriented affine classes) had been listed by computer and published (1978) in the book of H. Brown, R. Bülow, J. Neubüser, h. Wondratschek, H. Zassenhaus.

There is a Soviet school, the students of B. N. Delone (Delaunay) as S. S. Ryshoov, E. P. Baranovski, A.. M. Zamorzaev; moreover, A. V. Shubnikov, N. V. Belov and their students and many others.

A living classic is H.S. M. Coxeter. There is a Hungarian school of the discrete geometry around L. Fejes Tóth (1965). He initiated the systematical investigations how to characterize a regular system of figures
by extrema properties. Thus, he refreshed the classical ideas of J. Kepler and G. Leibniz.

New classification methods had been developed by B. Grünbaum and G. C. Shephard (1987), moreover by M. S. Delaney (1980) and A. W. M. Dress (1987). We mention a recent work of A. W. M. Dress, D. Huson, E. Molnár (1991) where a classification problem in $\mathscr{E}^{3}$ has been solved by $D$-symbols (Delone-Delaney-Dress-symbols) and by computer.

Of course, many physicists, crystallographers and other scientists elaborated the methods and the theory of crystallographic measurements.

We mention only the relations to the geometric number theory, to the algebra, topology, discrete and differential geometry.

Now we give a sketch on the general concepts and theorems which lead to the classification of the space groups in $\mathscr{E}^{2}$ and $\mathscr{E}^{3}$ or generally in $\mathscr{E}^{n}$, up to $n=4$ nowadays.

A group $G \subset$ Isom $\mathscr{G}^{n}$ of isometric transformations acts on $\mathscr{E}^{n}$ discretely or discontinuously, or $G$ is called a discrete group, if any orbit $X^{G}:=\left\{X^{\alpha} \in \mathscr{E}^{n}: \alpha \in G\right\}$ has the property: any compact point set in $\mathscr{E}^{n}$ meets only finitely many points from the orbit. By other words: for any orbit $X^{G}$ there exists a positive real radius $r(X, G)$ such that the balls of radius $r$, centred in the points of $X^{G}$, have disjoint interiors.

Then we can define a fundamental domain $\mathscr{F}_{G}$ for the group $G$, a closed point set with face identifications on its boundary. Moreover, the fundamental tiling, as the $G$-images of $\mathscr{F}_{G}$, is required to cover the whole space $\mathscr{E}^{n}$ with disjoint interiors. This was illustrated for $G=\mathbf{P m}$ in the introduction.

A discrete group $G$ is called crystallographic or briefly a space group if it has a bounded fundamental domain $\mathscr{F}_{G}$. There is a deep result of A. Schoenflies ( $n=2,3$ ) and L. Bieberbach (for $n \geq 3$ ):

Theorem 2.1. Any space group $G$ of $\mathscr{E}^{n}$ has $n$ independent translations, generating a commutative invariant subgroup of $G$.

Thus, we obtain the lattice of $G$ denoted by $\mathbf{L}_{G}$. Then any space group $G$ is a set of point transformations of the form

$$
\begin{equation*}
G:=\{\alpha(\mathbf{A}, \mathbf{a})\} \tag{2.1}
\end{equation*}
$$

where $\mathbf{A}$ preserves the inner product of the Euclidean vector space $\mathrm{E}^{n}$ (see formula (1.9)) and the vector $\mathbf{a}:=\overrightarrow{O O^{\alpha}}$ depends also on the origin $O$. As formulas (1.6) and (1.7) show, the mapping

$$
\begin{equation*}
\alpha \mapsto \mathbf{A} \tag{2.2}
\end{equation*}
$$

keeps the corresponding multiplications, i.e. it is a homomorphism. Thus the set of linear parts

$$
\begin{equation*}
G_{0}:=\{\mathbf{A}\} \tag{2.3}
\end{equation*}
$$

forms a group, the so-called point group of $G$, and the kernel of the above homomorphism is just the lattice

$$
\begin{equation*}
\mathbf{L}_{G}:=\{\lambda(\mathbf{1}, \mathbf{1})\} \text { mapped onto } \mathbf{1} . \tag{2.4}
\end{equation*}
$$

We simply say that the vector $1 \in \mathbf{E}^{n}$ belongs to the lattice $\mathbf{L}_{G}$. Any coset in the factor group $G / \mathbf{L}_{G} \cong G_{0}$ :

$$
\begin{equation*}
\left\{(\mathbf{A}, \mathbf{a}+\mathbf{1}):(\mathbf{1}, \mathbf{1}) \in \mathbf{L}_{G}\right\} \tag{2.5}
\end{equation*}
$$

is described by $\mathbf{A} \in G_{0}$ and a vector (cohomology) class $\mathbf{a}+\mathbf{L}_{G}$ as the formulas (1.7) and (2.7) characterize (later on). The Schoenflies-Bieberbach theorem has important consequences:
Con. 1. $G$ is a space group, iff the point group $G_{0}$ is finite.
Con. 2. (Barlow theorem) The orders of rotation subgroups in $G_{O}$ can be $1,2,3,4,6$ (Barlow stated this for $n=2,3$ ).
Con. 3. (Bieberbach-Frobenius theorem). Two space groups $G$ and $G^{\prime}$ are isomorphic iff they are conjugate by an affine transformation $\varphi(\mathbf{F}, \mathbf{f})$ of $\mathscr{E}^{n}$, i.e.

$$
\begin{equation*}
G^{\prime}=\varphi^{-1} G \varphi:=\left\{\varphi^{-1} \alpha \varphi \in G^{\prime}: \alpha \in G\right\} . \tag{2.6}
\end{equation*}
$$

An important formula is for $\alpha(\mathbf{A}, \mathbf{a})$ and $\varphi(\mathbf{F}, \mathbf{f})$ as follows:

$$
\begin{align*}
& \varphi^{-1} \alpha \varphi=(\mathbf{F}, \mathbf{f})^{-1}(\mathbf{A}, \mathbf{a})(\mathbf{F}, \mathbf{f})=\left(\mathbf{F}^{-1},-\mathbf{f} \mathbf{F}^{-1}\right)(\mathbf{A F}, \mathbf{a F}+\mathbf{f})= \\
& =\left(\mathbf{F}^{-1} \mathbf{A F},-\mathbf{f F}^{-1} \mathbf{A F}+\mathbf{a F}+\mathbf{f}\right)=\left(\mathbf{F}^{-1} \mathbf{A F}, \mathbf{f}\left(\mathbf{1}-\mathbf{F}^{-1} \mathbf{A F}\right)+\mathbf{a F}\right) . \tag{2.i}
\end{align*}
$$

In particular:
If $\alpha(\mathbf{1}, \mathbf{a})$ is a translation, then $\varphi^{-1} \alpha \varphi(\mathbf{1}, \mathbf{a F})$ is also a translation by the vector $\mathbf{a F}$.

If $\varphi(\mathbf{1}, \mathbf{f})$ is a translation, then $\varphi^{-1} \alpha \varphi(\mathbf{A}, \mathbf{f}(\mathbf{1}-\mathbf{A})+\mathbf{a})$. The position vector $-\mathbf{f}$ is just fixed at $\alpha$, iff the null vector $\mathbf{0}$ is fixed at $\varphi^{-1} \alpha \varphi$, i.e. $\mathbf{f}(\mathbf{1}-\mathbf{A})+\mathbf{a}=\mathbf{0}$.

If $\varphi(\mathbf{F}, \mathbf{0})$ fixes the origin, then $\varphi^{-1} \alpha \varphi\left(\mathbf{F}^{-1} \mathbf{A F}, \mathbf{a F}\right)$.

Theorem 2.2. Classification of space groups in $\mathscr{E}^{n}$ ).
a) There are $17,219,4783$ isomorphism classes of space groups in $\mathscr{E}^{2}, \mathscr{E}^{3}, \mathscr{E}^{4}$, respectively.
b) The numbers of affine conjugacy classes $\mathscr{E}^{n}$ by positive affinities $\varphi(\mathbf{F}, \mathbf{f})$ with $\operatorname{det} \mathbf{F}>0$ are $17(n=2), 230(n=3), 4895(n=4)$. These are the numbers of proper classes under orientation preserving affinities, which are finite for any dimension $n$.

The last assertion is the answer to the 18 th Hilbert problem by L. Bieberbach (1912).

The formula (2.7) is the main tool of deriving the space groups in $\mathscr{E}^{n}$ for any $n$. Preparatory results are collected in

Theorem 2.3. For $n=2,3,4$ there are
i) $10,32,227(271)$ point groups in the role of $G_{0}$.
ii) $5,14,64(74)$ Bravais types of lattices $\mathbf{L}_{G}$, distributed into $4,7,33$ (40) crystal systems and 4, 6, 23 (29) crystal families.
iii) On the base of $G_{0}$ and $\mathbf{L}_{G}$ we have $13,73,710$ (780) arithmetic crystal classes.
The number of proper classes (under orientation preserving affinities) are given in parentheses, respectively.

The algebraic derivation of space group classes in $\mathscr{E}^{n}$ is based on determining all the maximal finite subgroups of the full group $G L_{n}(\mathbb{Z})$ of $u n i$ modular $n-n$ matrices, i.e. with entries from the integer numbers $\mathbb{Z}$ and with determinants -1 .

Theorem 2.4. Up to unimodular conjugacy there are finitely many maximal finite subgroups of $G L_{n}(\mathbb{Z})$. For $n=2,3,4$ these numbers are $2,4,9$, respectively. The representatives of these conjugacy classes characterize the most symmetric lattices in $\mathscr{E}^{n}$ by their full symmetry groups (each fixing a lattice point as origin).

We remark that this problem is solved also for $n=5$ by S. S. Ryskov and Z. D. Lomakina ( 1972,1980 ) and by W. Plesken and M. Pohst (1977, 1980) for $5-n-10$. However, the derivation of other data, analogous as before, has not been completed yet for $n-5$.

Before sketching the general procedure we turn to illustrate it with concrete examples in $\mathscr{E}^{3}$.

## 3. Derivation of the Arithmetic Crystal Classes mP and mB in the Geometric Crystal Class m

The geometric crystal class $G_{0}=\mathbf{m}$ consists of two linear transformations of $\mathbf{E}^{\mathbf{3}}$ with presentation

$$
\begin{equation*}
\mathrm{m}:=\left(\mathbf{M}-\mathbf{M}^{2}=1\right) . \tag{3.1}
\end{equation*}
$$

$\mathbf{M}$ is an orthogonal reflection in a vector plane $\mathbf{E}^{2} \subset \mathbf{E}^{3}$. We look for the 3 -lattices $\mathbf{L}^{3}$ invariant under the point group $G_{0}=\mathrm{m}$. First we prove the following:
Proposition 3.1. For any $m$-invariant lattice $\mathbf{L}^{3}$ there are three independent translation vectors $\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}$, such that $\mathbf{e}_{1}, \mathbf{e}_{2}$ span the sublattice $\mathbf{L}^{2}\left(\subset \mathbf{L}^{3}\right)$ in the vector plane $\mathbf{E}^{2}$ of reflection, and $\mathbf{e}_{3}$ spans sublattice $\mathbf{L}^{1}\left(\subset \mathbf{L}^{3}\right)$ orthogonal to $\mathbf{L}_{2}$.
Proof: Let $\mathbf{l} \in \mathbf{L}^{3}$ a translation vector not lying in $\mathbf{E}^{2}$ and not orthogonal to $\mathbf{E}^{2}$. Then this is the case also for the image vector $\mathbf{l M}$. Moreover, $\mathbf{l}+\mathbf{I M} \in \mathbf{E}^{2}$ because it is fixed at $\mathbf{M}$ :

$$
\begin{equation*}
(1+\mathrm{IM}) \mathrm{M}=\mathrm{lM}+\mathrm{IM}^{2}=\mathrm{IM}+11=1+\mathrm{IM} \tag{3.2}
\end{equation*}
$$

and $\mathbf{1}-\mathbf{l} \mathbf{M} \perp \mathbf{E}^{2}$ because (Fig. 3.I)


Fig. 3.1. Any vector 1 of general position to the vector plane $\mathrm{E}^{2}$ of reflection M , induces $\mathrm{I}+\mathrm{IM} \in \mathrm{E}^{2}$ and $\mathrm{I}-\mathrm{IM} \perp \mathrm{E}^{2}$

$$
\begin{equation*}
(1-\mathbf{I M}) \mathbf{M}=\mathbf{I} M-1 \mathbf{M}^{2}=-(1-1 M) \tag{3.3}
\end{equation*}
$$

Take another lattice vector, not lying in the vector plane spanned by land $\mathbf{l M}$, then we obtain another lattice vector in $\mathbf{E}^{\mathbf{2}}$. Thus, we guarantee a 2 lattice in $\mathbf{E}^{2}$ and a 1-lattice orthogonal to $\mathbf{E}^{2}$; so $\mathbf{e}_{1}, \mathbf{e}_{2}$ as a basis for $\mathbf{L}^{2}$, furthermore, $\mathbf{e}_{3}$ as a basis for $\mathbf{L}_{1}$ can be chosen. Q. e. d.

The primitive monoclinic lattice $m P=: \mathbf{L}^{3}$ is defined by any basis $\mathbf{e}_{1}, \mathbf{e}_{2}$ of $\mathbf{L}^{2}$ in the mirror plane $\mathbf{E}^{2}$ and by a shortest lattice vector $\mathbf{e}_{3}$ orthogonal to $\mathbf{L}^{2}$ (Fig. 1.1).

Any translation vector $\mathbf{l} \in \mathbf{L}^{3}$ may have a form (Fig. 3.1)

$$
\begin{align*}
& 1=l^{1} \mathbf{e}_{1}+l^{2} \mathbf{e}_{2}+l^{3} \mathbf{e}_{3} \text { with components } \\
& l^{i} \equiv 0 \text { or } \frac{1}{2} \bmod \mathbb{Z} \text { (the set of integers). } \tag{3.4}
\end{align*}
$$

From $\left(\frac{1}{2}, 0, \frac{1}{2}\right),\left(0, \frac{1}{2}, \frac{1}{2}\right),\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right) \bmod \mathbb{Z}^{3}$ (triples of integers) any will be equivalent to the first choice $\left(\frac{1}{2}, 0, \frac{1}{2}\right)$. In the other cases we consider either
or

$$
\left(\begin{array}{c}
\mathbf{e}_{1}^{\prime} \\
\mathbf{e}_{2}^{\prime} \\
\mathbf{e}_{3}^{\prime}
\end{array}\right)=\left(\begin{array}{lll}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
\mathbf{e}_{1} \\
\mathbf{e}_{2} \\
\mathbf{e}_{3}
\end{array}\right)=\left(\begin{array}{l}
\mathbf{e}_{2} \\
\mathbf{e}_{1} \\
\mathbf{e}_{3}
\end{array}\right)
$$

$$
\left(\begin{array}{c}
\bar{e}_{1}  \tag{3.5}\\
\overline{\mathbf{e}}_{2} \\
\overline{\mathbf{e}}_{3}
\end{array}\right)=\left(\begin{array}{lll}
1 & 1 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{c}
\mathbf{e}_{1} \\
\mathbf{e}_{2} \\
\mathbf{e}_{3}
\end{array}\right)=\left(\begin{array}{c}
\mathbf{e}_{1}+\mathbf{e}_{2} \\
\mathbf{e}_{2} \\
\mathbf{e}_{3}
\end{array}\right)
$$

as new bases. Both are obtained by $G L_{3}(\mathbb{Z})$ matrices. Then, only $\left(\frac{1}{2}, 0, \frac{1}{2}\right)$ $\bmod \boldsymbol{Z}^{3}$ vectors occur in $\mathbf{L}^{3}$. If, say, $\left(0, \frac{1}{2}, \frac{1}{2}\right) \bmod \boldsymbol{Z}^{3}$ also appear in $\mathbf{L}^{3}$, then $\left(-\frac{1}{2}, \frac{1}{2}, 0\right)$ would be in $\mathbf{L}^{2}$, although $\mathbf{e}_{1}, \mathbf{e}_{2}$ was a basis in $\mathbf{L}^{2}$, a contradiction. That means, we have one possible single face centred monoclinic lattice $\mathbf{L}^{3}=m S$ besides the primitive one, up to unimodular equivalence.

Let $\mathbf{b}_{1}, \mathbf{b}_{2}, \mathbf{b}_{3}$ be the $B$-centred basis with

$$
\left(\begin{array}{l}
\mathbf{b}_{1}  \tag{3.6}\\
\mathbf{b}_{2} \\
\mathbf{b}_{3}
\end{array}\right)=\left(\begin{array}{ccc}
\frac{1}{2} & 0 & \frac{1}{2} \\
0 & 1 & 0 \\
-\frac{1}{2} & 0 & \frac{1}{2}
\end{array}\right)\left(\begin{array}{l}
\mathbf{e}_{1} \\
\mathbf{e}_{2} \\
\mathbf{e}_{3}
\end{array}\right) \text { or }\left(\begin{array}{l}
\mathbf{e}_{1} \\
\mathbf{e}_{2} \\
\mathbf{e}_{3}
\end{array}\right)=\left(\begin{array}{ccc}
1 & 0 & -1 \\
0 & 1 & 0 \\
1 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
\mathbf{b}_{1} \\
\mathbf{b}_{2} \\
\mathbf{b}_{3}
\end{array}\right)
$$

as it is indicated in Fig. 3.2.
Then the linear reflection M can be expressed in the primitive lattice $m P$ as in formulas (1.12), (1.15) and in the $B$-centred lattice (from the lattice class $m S$ ) as well.

$$
\mathbf{M}:\left(\begin{array}{l}
\mathbf{b}_{1}  \tag{3.7}\\
\mathbf{b}_{2} \\
\mathbf{b}_{3}
\end{array}\right) \mapsto\left(\begin{array}{l}
\mathbf{b}_{1} \mathbf{M} \\
\mathbf{b}_{2} \mathbf{M} \\
\mathbf{b}_{3} \mathbf{M}
\end{array}\right)=\left(\begin{array}{ccc}
0 & 0 & -1 \\
0 & 1 & 0 \\
-1 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
\mathbf{b}_{1} \\
\mathbf{b}_{2} \\
\mathbf{b}_{3}
\end{array}\right) .
$$

It is a basic fact that this formula can be obtained from (1.12) by conjugacy under (3.6). Indeed by (1.12):

$$
\begin{aligned}
\left(\begin{array}{l}
\mathbf{e}_{1} \\
\mathbf{e}_{2} \\
\mathbf{e}_{3}
\end{array}\right) & \stackrel{M}{M}\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -1
\end{array}\right)\left(\begin{array}{l}
\mathbf{e}_{1} \\
\mathbf{e}_{2} \\
\mathbf{e}_{3}
\end{array}\right) \Rightarrow \\
\left(\begin{array}{ccc}
1 & 0 & -1 \\
0 & 1 & 0 \\
1 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
\mathbf{b}_{1} \\
\mathbf{b}_{2} \\
\mathbf{b}_{3}
\end{array}\right) & \stackrel{M}{M}\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -1
\end{array}\right)\left(\begin{array}{ccc}
1 & 0 & -1 \\
0 & 1 & 0 \\
1 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
\mathbf{b}_{1} \\
\mathbf{b}_{2} \\
\mathbf{b}_{3}
\end{array}\right)
\end{aligned}
$$

hold. Multiplying from left by the inverse, as (3.6) shows,

$$
\begin{align*}
& \left(\begin{array}{c}
\mathbf{b}_{1} \\
\mathbf{b}_{2} \\
\mathbf{b}_{3}
\end{array}\right) \stackrel{M}{\mapsto}\left(\begin{array}{ccc}
\frac{1}{2} & 0 & \frac{1}{2} \\
0 & 1 & 0 \\
-\frac{1}{2} & 0 & \frac{1}{2}
\end{array}\right)\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -1
\end{array}\right)\left(\begin{array}{ccc}
1 & 0 & -1 \\
0 & 1 & 0 \\
1 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
\mathbf{b}_{1} \\
\mathbf{b}_{2} \\
\mathbf{b}_{3}
\end{array}\right)= \\
& \left(\begin{array}{ccc}
0 & 0 & -1 \\
0 & 1 & 0 \\
-1 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
\mathbf{b}_{1} \\
\mathbf{b}_{2} \\
\mathbf{b}_{3}
\end{array}\right), \tag{3.8}
\end{align*}
$$

i.e. the conjugacy yields the reflection formula (3.7) in the $B$-centered lattice. As we see, this conjugacy is no more unimodular but rational, i.e. Q-conjugacy. Another way, the basis transformation $\mathbf{b}_{i}=b_{i}^{j} \mathbf{e}_{j}$ or the matrix equation

$$
\left(\begin{array}{lll}
b_{1}^{1} & b_{1}^{2} & b_{1}^{3}  \tag{3.9}\\
b_{2}^{1} & b_{2}^{2} & b_{2}^{3} \\
b_{3}^{1} & b_{3}^{2} & b_{3}^{3}
\end{array}\right)\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -1
\end{array}\right)=\left(\begin{array}{ccc}
0 & 0 & -1 \\
0 & 1 & 0 \\
-1 & 0 & 0
\end{array}\right)\left(\begin{array}{lll}
b_{1}^{1} & b_{1}^{2} & b_{1}^{3} \\
b_{2}^{1} & b_{2}^{2} & b_{2}^{3} \\
b_{3}^{1} & b_{3}^{2} & b_{3}^{3}
\end{array}\right),
$$

equivalent to the affine conjugacy, would imply the equations

$$
\begin{gather*}
b_{1}^{1}=-b_{3}^{1}, \quad b_{1}^{2}=-b_{3}^{2}, \\
b_{3}^{1}=-b_{1}^{3}, \quad b_{3}^{3}=-b_{3}^{3} ; \quad b_{2}^{1}=b_{1}^{2}, \quad-b_{3}^{3}=-b_{2}^{2}=b_{1}^{2} ; \quad-b_{2}^{3}=b_{2}^{3} ; \\
\left(b_{i}^{j}\right)=\left(\begin{array}{ccc}
b_{1}^{1} & b_{1}^{2} & b_{1}^{3} \\
b_{2}^{1} & b_{2}^{2} & 0 \\
-b_{1}^{1} & -b_{1}^{2} & b_{1}^{3}
\end{array}\right), \operatorname{det} b_{i}^{j}=2 b_{1}^{3}\left(b_{1}^{1} b_{2}^{2}-b_{1}^{2} b_{2}^{1}\right) . \tag{3.10}
\end{gather*}
$$

This means, the affine conjugacy (3.9), expressing geometrically the same reflection, is no more unimodular with a $\mathbf{Z}$-matrix.

We say that we have two arithmetic classes, denoted by mP and mB, in the same geometric class m :

$$
\begin{align*}
& \mathrm{mP}:\left\{1=\left(\begin{array}{lll}
1 & & \\
& 1 & \\
& & 1
\end{array}\right) ; \mathbf{M}=\left(\begin{array}{lll}
1 & & \\
& 1 & \\
& & -1
\end{array}\right)\right\} \\
& \mathrm{mB}
\end{align*},\left\{1=\left(\begin{array}{lll}
1 & &  \tag{3.11}\\
& 1 & \\
& & 1
\end{array}\right) ; \mathbf{M}=\left(\begin{array}{ccc} 
& 1 & -1 \\
& 1 &
\end{array}\right)\right\} .
$$



Fig. 3.2. The basis $\mathbf{b}_{1}, \mathbf{b}_{2}, \mathbf{b}_{3}$ of the monoclinic $B$-centred lattice $m B$ and the unit parallelepiped $\mathscr{P}_{\mathrm{m} B}$

## 4. The Two Space Groups $\operatorname{Pm}$ and $P b$ in the Arithmetic Crystal Class mP

Any space group $G$ in the arithmetic class $\mathbf{m P}$ consists of transformations like

$$
\begin{align*}
& \lambda:(x, y, z) \mapsto(x, y, z)+\text { integer triples }  \tag{1.4}\\
& \mu:(x, y, z) \mapsto(x, y, z)\left(\begin{array}{lll}
1 & & \\
& 1 & \\
& & -1
\end{array}\right)+\left(m^{1}, m^{2}, m^{3}\right)+\text { integer triples }
\end{align*}
$$

expressed in the $P$-lattice basis (Fig. I.1).
Then any transformation $\mu \mu$ will be a translation, because $\mathbf{M M}=\mathbf{1}$ is the linear identity:

$$
\begin{align*}
& (x, y, z) \stackrel{\mu}{\mapsto}(x, y, z)\left(\begin{array}{ccc}
1 & & \\
& 1 & \\
& & -1
\end{array}\right)+\left(m^{1}, m^{2}, m^{3}\right) \stackrel{\mu}{\mapsto} \\
& \stackrel{\mu}{\mapsto}(x, y, z)+\left(m^{1}, m^{2}, m^{3}\right)\left(\begin{array}{ccc}
1 & & \\
& 1 & \\
& & -1
\end{array}\right)+\begin{array}{c}
\left(m^{1}, m^{2}, m^{3}\right) \\
+ \text { integer triples }
\end{array} \tag{4.2}
\end{align*}
$$

leads to a congruence, called Frobenius congruence,

$$
\begin{gather*}
2 m^{1} \equiv 0 \bmod \mathbf{Z}, \quad 2 m^{2} \equiv 0 \bmod \mathbf{Z}, \text { and }  \tag{4.3}\\
\text { no restriction for } m^{3}
\end{gather*}
$$

We shall prove the following
Proposition 4.1. Any solution of (4.3) will be affinely equivalent either to

$$
\begin{equation*}
\left(m^{1}, m^{2}, m^{3}\right) \equiv(0,0,0) \bmod \mathbf{z}^{3}, \text { then } G=\mathbf{P} \mathbf{m} \tag{4.4}
\end{equation*}
$$

or to

$$
\begin{equation*}
\left(m^{1}, m^{2}, m^{3}\right) \equiv\left(0, \frac{1}{2}, 0\right) \bmod \mathbb{z}^{3}, \text { then } G=\mathbf{P b} \tag{4.5}
\end{equation*}
$$

is a new space group in the arithmetic class $\mathbf{m P}$.
Proof: We apply the formula (2.7) with $\varphi(1, \mathbf{f}), \mathbf{f}=\left(f^{1}, f^{2}, f^{3}\right)$ for $\mu$ in (4.1). Then, the affine conjugacy leads to

$$
\varphi^{-1} \mu \varphi=(\mathbf{M},-\mathbf{f} \mathbf{M}+\mathbf{f}+\mathbf{m})=\left(\left(\begin{array}{ccc}
1 & &  \tag{4.6}\\
& 1 & \\
& & -1
\end{array}\right),\left(m^{1}, m^{2}, m^{3}+2 f^{3}\right)\right)
$$

Thus, we may assume in (4.1) that $m^{3} \equiv 0 \bmod \mathbf{Z}$, because of taking $f^{3}=-\frac{1}{2} m^{3}$ in (4.6) otherwise. The solution triples are:

$$
\begin{gather*}
\left(m^{1}, m^{2}, m^{3}\right) \equiv(0,0,0) \bmod \mathbb{Z}^{3}  \tag{4.7}\\
\left(m^{1}, m^{2}, m^{3}\right) \equiv\left(0, \frac{1}{2}, 0\right) ;\left(\frac{1}{2}, 0,0\right) ;\left(\frac{1}{2}, \frac{1}{2}, 0\right) \bmod \mathbb{Z}^{3} \tag{4.8}
\end{gather*}
$$

The solution (4.7) just leads to $G=\mathbf{P m}$, discussed in the Introduction. The other solutions in (4.8) will be affinely equivalent to the first one. Indeed,

$$
\varphi_{1}\left(\left(\begin{array}{lll}
0 & 1 & 0  \tag{4.9}\\
1 & 0 & 0 \\
0 & 0 & 1
\end{array}\right),(0,0,0)\right) \text { геsp. } \varphi_{2}\left(\left(\begin{array}{ccc}
1 & 0 & 0 \\
-1 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) ;(0,0,0)\right)
$$

realize the corresponding affine equivalences. For instance, with the third vector class in (4.8) and with $\varphi_{2}$ we have

$$
\begin{align*}
& \varphi_{2}^{-1} \mu \varphi_{2}= \\
& \left(\left(\begin{array}{lll}
1 & 0 & 0 \\
1 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{ccc}
1 & & \\
& 1 & \\
& & -1
\end{array}\right)\left(\begin{array}{ccc}
1 & 0 & 0 \\
-1 & 1 & 0 \\
0 & 0 & 1
\end{array}\right) ;\left(\frac{1}{2}, \frac{1}{2}, 0\right)\left(\begin{array}{ccc}
1 & 0 & 0 \\
-1 & 1 & 0 \\
0 & 0 & 1
\end{array}\right)\right)= \\
& =\left(\left(\begin{array}{lll}
1 & & \\
& 1 & \\
& & -1
\end{array}\right),\left(0, \frac{1}{2}, 0\right)\right), \tag{4.10}
\end{align*}
$$

as desired. However, there is no affine equivalence between the vector classes $(0,0,0)$ and ( $0, \frac{1}{2}, 0$ ), as we easily see. $Q$. e. d.

This new space group $\mathbf{P b}$ appears under no. 7 in the International Tables (1976, 1983) analogously like 6.Pm at (1.13)

$$
\begin{equation*}
2 \quad a \quad 1 \quad x, y, z ; \quad x, y+\frac{1}{2}, \bar{z} ; \quad(\bar{z}:=-z) . \tag{4.11}
\end{equation*}
$$

Again, we can form a fundamental domain $\mathscr{F}_{\mathrm{Pb}}$ by halving a unit cell $\boldsymbol{P}_{m P}$ (translated with resp. to Fig. 1. 4). $\mathscr{F}_{\mathrm{Pb}}$ is equipped by face pairing isometries and the presentation (a minimal, again, see E. Molnár (1987))

$$
\begin{equation*}
\mathbf{P b}:=\left(\mu_{1}, \tau_{1}, \tau_{3}-1=\mu \tau_{1} \mu^{-1} \tau_{1}^{-1}=\mu \tau_{3} \mu^{-1} \tau_{3}=\tau_{1} \tau_{3} \tau_{1}^{-1} \tau_{3}^{-1}\right) . \tag{4.12}
\end{equation*}
$$

Here the generators are (Fig. 4.1):

$$
\begin{align*}
& \mu: A B C D \rightarrow H G F E \text { glide reflection, } \\
& \tau_{1}: A E H D \rightarrow B F G C \text { translation by } \mathbf{e}_{1},  \tag{4.13}\\
& \tau_{3}: A B F E \rightarrow D C G H \text { translation by } \mathbf{e}_{3} .
\end{align*}
$$

As we see, $\mathbf{P b}$ is a fixed point free space group. As a consequence, $\mathcal{F}_{\mathbf{P b}}$ geometrically realizes the space form $\mathscr{E}^{3} / \mathbf{P b}$, i.e. the set of $\mathbf{P b}$-orbits in $\mathscr{E}^{3}$. This means that the orbits have a natural locally Euclidean metric, and any orbit has an orbit-neighbourhood isometric to a Euclidean ball. The gluing procedure, induced by the face pairings, gives us pictures of balllike neighbourhoods for boundary points of $\mathscr{F}_{\mathrm{Pb}}$. E.g. the eight corners of $\boldsymbol{J}_{\mathrm{Pb}}$, glued together, serve a full ball for the orbit containing the vertices. We see a compact (topological) space with locally Euclidean metric. In general, the 10 fixed point free Euclidean space groups provide us all the compact space forms with metric of zero (sectional) curvature. This fact only refers to the aspects in the topology and differential geometry.


Fig. 4.1. A fundamental domain $\mathscr{F}_{\mathrm{Pb}}$ giving a minimal geometric presentation for the non-orientable Euclidean space form $\mathscr{E}^{3} / \mathrm{Pb}$ (see formulas (4.12-4.13)). The 8 corners amount a ball-like neighbourhood for the Pb -orbit of vertices

We can ask for the densest ball packing by the orbits of $\mathbf{P b}$, as we made for $\mathbf{P m}$ at (1.26). The result is surprising. If the primitive lattice $m P$ is given by the Gramian

$$
\left(g_{i j}\right)=\left(\left\langle\mathbf{e}_{1} ; \mathbf{e}_{j}\right\rangle\right)=\left(\begin{array}{ccc}
4 & -4 & 0  \tag{4.14}\\
-4 & x & 0 \\
0 & 0 & 8
\end{array}\right)
$$

and the point. $X$ has the coordinates $\left(x, y,-\frac{1}{4}\right)$ or $\left(x, y, \frac{1}{4}\right)$, then the density of the unit ball packing under $\mathbf{P b}$ by (4.11) equals

$$
\begin{equation*}
\delta(X, \mathbf{P b})=\frac{4 \pi}{3} / \frac{1}{2} \sqrt{8(8 \cdot 4-4 \cdot 4)}=\pi / \sqrt{18} \approx 0.7405 \tag{4.15}
\end{equation*}
$$

This is just the densest lattice-like ball packing in $\mathscr{E}^{3}$. Now the orbit $X^{\mathbf{P b}}$ itself is a face centred cubic point-lattice with self-symmetry group $\mathbf{F m} \overline{\mathbf{3}} \mathbf{m}$, larger than $\mathbf{P b}$. The Dirichlet-polyhedron is just the well-known rhombododecahedron.

## 5. The Space Groups $B m$ and $B b$ in the Arithmetic Crystal Class mB

We proceed analogously as before. Any space group $G$ in the arithmetic class $\mathbf{m B}$ consists of transformations like

$$
\begin{align*}
& \lambda:(x, y, z) \mapsto(x, y, z)+\text { integer triples } \\
& \mu:(x, y, z) \mapsto(x, y, z)\left(\begin{array}{ccc}
0 & 0 & -1 \\
0 & 1 & 0 \\
-1 & 0 & 0
\end{array}\right) \begin{array}{l}
+\left(m^{1}, m^{2}, m^{3}\right) \\
\quad+\text { integer triples }
\end{array} \tag{5.1}
\end{align*}
$$

expressed in the $B$-lattice basis by (3.6).
Again, $\mu \mu$ is a translation in the lattice $m B$ (see (4.2))

$$
\left(m^{1}, m^{2}, m^{3}\right)\left(\begin{array}{ccc}
0 & 0 & -1 \\
0 & 1 & 0 \\
-1 & 0 & 0
\end{array}\right)+\quad\left(m^{1}, m^{2}, m^{3}\right) \quad \equiv(0,0,0) \bmod \mathbb{z}^{3}
$$

i.e.

$$
\begin{equation*}
-m^{3}+m^{1} \equiv 0,2 m^{2} \equiv 0,-m^{1}+m^{3} \equiv 0 \bmod \mathbb{Z} \tag{5.2}
\end{equation*}
$$

Proposition 5.1. Any solution of (5.2) will be affinely equivalent either to

$$
\begin{align*}
\left(m^{1}, m^{2}, m^{3}\right) & \equiv(0,0,0) \bmod \mathbb{Z}^{3}, \text { then } G \tag{5.3}
\end{align*}=\mathbf{B m} .
$$

These two space groups $\mathbf{B m}$ and $\mathbf{B b}$ are in the arithmetic crystal class mB.

Proof: By (2.7), with $\varphi(\mathbf{1}, \mathbf{f}), \mathbf{f}=\left(f^{1}, f^{2}, f^{3}\right)$ we obtain

$$
\begin{gather*}
\varphi^{-1} \mu \varphi=(\mathbf{M}, \mathbf{f}(\mathbf{1}-\mathbf{M})+\mathbf{m})= \\
=\left(\left(\begin{array}{ccc}
0 & 0 & -1 \\
0 & 1 & 0 \\
-1 & 0 & 0
\end{array}\right),\left(f^{1}+f^{3}+m^{1}, m^{2}, f^{3}+f^{1}+m^{3}\right)\right) \tag{5.5}
\end{gather*}
$$

Thus, we may assume in (5.1) that $m^{1}=0$, otherwise we choose $f^{1}+f^{3}=-m^{1}$ in formula (5.5). Then, from (5.2), we have $m^{3} \equiv 0$ and $m^{2}=0$ or $\frac{1}{2} \bmod \mathbb{Z}$. Q. e. $d$.

The space group Bm appears under no. 8 in the International Tables (1976, 1983):

Coordinates of equivalent positions (i.e. centerings) $(0,0,0),\left(\frac{1}{2}, 0, \frac{1}{2}\right)+$
$4 \quad b$
b $\quad 1$

$$
\begin{equation*}
x, y, z ; x, y, \bar{z} \tag{5.6}
\end{equation*}
$$

$$
(\bar{z} \text { means }-z)
$$

$2 \boldsymbol{a} \boldsymbol{m} \quad x, y, 0$.

This means, the coordinates are understood in the primitive lattice $m P$, but the $B$-centering translations $\frac{1}{2} \mathrm{e}_{1}+\frac{1}{2} \mathrm{e}_{3}+m P$ are included in this information. Then we have 4 Wyckoff positions of (general) type $b$ with trivial stabilizer 1, and 2 positions of type $a$ with stabilizer m. In Fig 5.1 we have pictured the fundamental domain $\mathscr{F}_{\mathrm{Bm}}$, where the face pairing generators are


Fig. 5.1. A minimally presenting fundamental domain $\mathscr{F}_{\text {Bm }}$ for the space group $\operatorname{Bm}$ (5.i5.8). The 6 corners together form a neighbourhood as a half-ball in accordance with the fact that the stabilizer subgroup of each vertex is a reffection group of order 2.
$\mu: O E_{1} E_{12} E_{2} \rightarrow O E_{1} E_{12} E_{2}$ plane reflection,
$\beta: O E_{2} B_{12} B_{1} \rightarrow B_{1} B_{12} E_{12} E_{1}$ glide reflection,
$\tau_{2}: O E_{1} B_{1} \rightarrow E_{2} E_{12} B_{12}$ translation by $\mathbf{e}_{2}=\mathbf{b}_{2}$.

Thus we obtain the minimal presentation

$$
\begin{equation*}
\mathbf{B m}:=\left(\mu, \beta, \tau_{2}-1=\mu^{2}=\mu \beta^{2} \mu \beta^{-2}=\mu \tau_{2} \mu \tau_{2}^{-1}=\beta \tau_{2} \beta^{-1} \tau_{2}^{-1}\right) . \tag{5.8}
\end{equation*}
$$

The densest unit ball packing under the space group Bm can be taken either for (general) $b$-type orbits or for $a$-type orbits. For $b$-type orbits we obtain the maximal density

$$
\begin{equation*}
\delta=\pi \sqrt{3} / 9 \approx 0.6046 \tag{5.9}
\end{equation*}
$$

with Gramians

$$
\left(\left\langle\mathbf{e}_{i} ; \mathbf{e}_{j}\right\rangle\right)=\left(\begin{array}{ccc}
16 & -4 & 0  \tag{5.10}\\
-4 & 4 & 0 \\
0 & 0 & 16
\end{array}\right) \quad \text { or }\left(\left\langle\mathbf{b}_{i} ; \mathbf{b}_{j}\right\rangle\right)=\left(\begin{array}{ccc}
8 & -2 & 0 \\
-2 & 4 & 2 \\
0 & 2 & 8
\end{array}\right)
$$

expressed by the primitive basis or the $B$-centered one, respectively, and with a centre $X\left(x \mathbf{e}_{1}+y \mathbf{e}_{2}+\frac{1}{4} \mathbf{e}_{3}\right)$. For $a$-type orbits we obtain the absolute maximal density

$$
\begin{equation*}
\delta=\pi / \sqrt{18} \approx 0.7405 \tag{5.11}
\end{equation*}
$$

with Gramian

$$
\left(\left\langle\mathbf{b}_{i} ; \mathbf{b}_{j}\right\rangle\right)=\left(\begin{array}{ccc}
4 & -2 & -2  \tag{5.12}\\
-2 & 4 & 2 \\
-2 & 2 & 4
\end{array}\right) .
$$

This is the densest lattice-like packing again with self-symmetry group Fm $\overline{3}$ m.

The space group Bb is no. 9 in the International Tables $(1976,1983)$.
Coordinates of equivalent positions (centerings): $(0,0,0),\left(\frac{1}{2}, 0, \frac{1}{2}\right)+$

$$
\begin{equation*}
4 \quad a \quad 1 \quad x, y, z ; \quad x, y, \frac{1}{2}, \bar{z} \quad(\bar{z}=-z) . \tag{5.13}
\end{equation*}
$$

A fundamental domain $\mathscr{F}_{\mathrm{Bb}}$ is pictured in Fig. 5.2 with face pairing generators

$$
\begin{align*}
& \mu: O B_{1} B_{13} B_{3} \rightarrow B_{2}^{\prime} B_{3}^{\prime} B_{13}^{\prime} B_{1}^{\prime} \text { glide reflection, } \\
& \tau_{1}: O B_{3} B_{3}^{\prime} B_{2}^{\prime} \rightarrow B_{1} B_{13} B_{13}^{\prime} B_{1}^{\prime} \text { translation by } \mathbf{b}_{1},  \tag{5.14}\\
& \tau_{3}: B_{13} B_{13}^{\prime} B_{3}^{\prime} B_{3} \rightarrow B_{1} B_{1}^{\prime} B_{2}^{\prime} O \text { translation by } \mathbf{b}_{3}
\end{align*}
$$

and presentation

$$
\begin{equation*}
\mathbf{B b}:=\left(\mu, \tau_{1}, \tau_{3}-1=\mu \tau_{1} \mu^{-1} \tau_{3}=\mu \tau_{3} \mu^{-1} \tau_{1}=\tau_{1} \tau_{3} \tau_{1}^{-1} \tau_{3}^{-1}\right) . \tag{5.15}
\end{equation*}
$$



Fig. 5.2. A fundamental domain $\boldsymbol{F}_{\mathbf{B b}}$, providing the 3 -generator presentation (5.14-5.15). This represents the non-orientable Euclidean space form $\mathscr{E}^{3} / \mathbf{B b}$

This presentation is not a minimal one. Indeed, the translation, say,

$$
\tau_{3}=\mu \tau_{1}^{-1} \mu^{-1}=\mu^{-1} \tau_{1}^{-1} \mu
$$

can be expressed by the other two generators and first we get

$$
\begin{equation*}
\mathbf{B b}:=\left(\mu, \tau_{1}-1=\mu^{2} \tau_{1} \mu^{-2} \tau_{1}^{-1}=\tau_{1} \mu \tau_{1}^{-1} \mu^{-1} \tau_{1}^{-1} \mu^{-1} \tau_{1} \mu\right) \tag{5.16}
\end{equation*}
$$

Now, we introduce the glide reflection $\nu=\mu \tau_{1}$ with

$$
\left(\begin{array}{ccc}
1 & &  \tag{5.17}\\
& 1 & \\
& & -1
\end{array}\right), \begin{array}{ccc}
\left(\frac{1}{2}, \frac{1}{2}, \frac{1}{2}\right) \\
\text { in }\left(\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right)
\end{array} \text { or }\left(\begin{array}{ccc} 
& & -1 \\
& 1 & \\
-1 & & \left(1, \frac{1}{2}, 0\right) \\
\text { in } & \left(\mathbf{b}_{1}, \mathbf{b}_{2}, \mathbf{b}_{3}\right)
\end{array}\right.
$$

Thus from (5.16), we get the minimal presentation

$$
\begin{equation*}
\mathbf{B b}:=\left(\mu, \nu-1=\mu^{2} \nu \mu^{-2} \nu^{-1}=\nu^{2} \mu \nu^{-2} \mu^{-1}\right) \tag{5.18}
\end{equation*}
$$



Fig. 5.3. The minimally presenting concave fundamental 'tetrahedron' $\mathbf{F}$ realizing $\mathbf{B b}$ by (5.18) with 4 faces, $6+6$ edges and 10 vertices
in a very nice symmetric form. From the paper of E. Molnár (1987) the surprising concave fundamental 'tetrahedron' is pictured here in Fig. 5.3, which geometrically realizes the algebraic presentation (5.18) in the sense detailed in (1.18).

Again, we remark that $\mathbf{B b}$ is a fixed point free space group, thus the orbit space $\mathcal{E}^{3} / \mathbf{B b}$ represents a non-orientable Euclidean space form. This is geometrically realized by any fundamental domain $\mathcal{F}_{\mathbf{B b}}$ (see Fig. 5.2 or 5.3), analogously as described at $\mathbf{P b}$ above.

Asking for the densest ball packing by $\mathbf{B b}$, we obtain again $\delta=$ $\pi / \sqrt{18} \approx 0.7405$, the same as at the densest lattice-like packing. The extremal orbit $X^{\mathbf{B b}}$ will be given with the Gramians

$$
\left(\left\langle e_{i} ; e_{j}\right\rangle\right)=\left(\begin{array}{ccc}
8 & 0 & 0  \tag{5.19}\\
0 & 8 & 0 \\
0 & 0 & 8
\end{array}\right) \quad \text { or }\left(\left\langle b_{i} ; b_{j}\right\rangle\right)=\left(\begin{array}{ccc}
4 & 0 & 0 \\
0 & 8 & 0 \\
0 & 0 & 4
\end{array}\right)
$$

and with a centre $X\left(x \mathbf{e}_{1}+y \mathbf{e}_{2}+\frac{1}{4} \mathbf{e}_{3}=\left(x+\frac{1}{4}\right) \mathbf{b}_{1}+y \mathbf{b}_{2}+\left(\frac{1}{4}-x\right) \mathbf{b}_{3}\right)$. Then the ball radius is 1 , the packing itself has the self-symmetry group $\mathbf{F m} \overline{3} \mathrm{~m}$.

## 6. The Bravais Z-classes $2 / \mathrm{mP}$ and $2 / \mathrm{mB}$

The monoclinic primitive lattice $m P$ with the Gramian (1.11) obviously has a 2 -fold rotation symmetry

$$
2:\left(\begin{array}{l}
e_{1}  \tag{6.1}\\
e_{2} \\
e_{3}
\end{array}\right) \mapsto\left(\begin{array}{ccc}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{array}\right)\left(\begin{array}{l}
\mathbf{e}_{1} \\
e_{2} \\
\mathbf{e}_{3}
\end{array}\right) .
$$

Thus, we have a maximal (arithmetic) $\mathbb{Z}$-class, denoted by

$$
2 / \mathrm{mP}:\left(\begin{array}{lll}
1 & 0 & 0  \tag{6.2}\\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right),\left(\begin{array}{ccc}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{array}\right),\left(\begin{array}{ccc}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & -1
\end{array}\right),\left(\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -1
\end{array}\right)
$$

The lattice $m P$ with Gramian (1.11) does not allow a larger Z-class, in general. Thus $\mathbf{2} / \mathbf{m} \mathbf{P}$ characterizes the monoclinic primitive lattice $m P$, therefore $\mathbf{2 / m P}$ is called also a Bravais $\mathbf{Z}$-class.

The geometric crystal class, itself, is a point group

$$
\begin{equation*}
G_{0}:=\{1,2, \overline{\mathbf{1}}, \mathbf{M}\}=: \mathbf{2} / \mathrm{m} \tag{6.3}
\end{equation*}
$$

called also a holohedry, as a maximal Q-class leaving a Bravais lattice invariant.

The same geometric class (6.3) describes also the symmetries of a monoclinic single face centred lattice $m S:=m B$. The arithmetic class $\mathbf{2 / m B}$ is expressed in the $B$-centred basis ( $\mathbf{b}_{1}, \mathbf{b}_{2}, \mathbf{b}_{3}$ ) by formula (3.6)

2/mB: $\left(\begin{array}{lll}1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1\end{array}\right),\left(\begin{array}{ccc}0 & 0 & 1 \\ 0 & -1 & 0 \\ 1 & 0 & 0\end{array}\right),\left(\begin{array}{ccc}-1 & 0 & 0 \\ 0 & -1 & 0 \\ 0 & 0 & -1\end{array}\right),\left(\begin{array}{ccc}0 & 0 & -1 \\ 0 & 1 & 0 \\ -1 & 0 & 0\end{array}\right)$.
This is also said to be a Bravais $\mathbf{Z}$-class.
The (geometric) Q-class $2 / \mathrm{m}$ is also a holohedry for the Bravais lattice $m B=: m S$. Thus $2 / m$ characterizes the monoclinic crystal system $2 . m$, where the 6 Z -classes fall into $3 \mathbf{Q}$-classes and 2 Bravais flocks (by the Bravais lattices $m P$ and $m B$ ).

As our examples have illustrated, we can determine all the space groups to any prescribed (arithmetic) Z-class, and we can select them by

Table 6.1
The structure of the monoclinic crystal family $I I . m$ is described, based on the arithmetic $\mathbb{E}$-classes. It contains 1 crystal system: 2.m; $3 \mathbf{Q}$-classes; 2 Bravais lattices (flocks); $6 \mathbf{Z}$-classes; and 13 space group classes

the affine equivalence under formula (2.7). This is a problem for computer not detailed here.

Table 6.1 indicates by our cases, how to organize the structure of space group classes for a future data base. We are working on this problem, in order to investigate systematically actual questions, indicated in the paper and many others, by computer.

Nowadays, the procedure how to determine all the crystallographic groups for any space $\mathscr{E}^{n}$ is 'clear'.

First step: Determine all the maximal irreducible unimodular groups leaving invariant an $n$-dimensional lattice. Arrange these into $\mathbb{Q}$-classes, and determine the Bravais $\mathbb{Z}$-lasses, up to unimodular $\mathbb{Z}$-equivalence.

Second step: Determine all the maximal reducible unimodular groups with the corresponding invariant sublattices of an $n$-dimensional lattice. Form again the possible centerings, Q-classes, Bravais $\mathbb{Z}$-classes, again up to $\mathbb{Z}$-equivalence.

Third step: Form the possible subgroups of these unimodular groups in each Bravais $\mathbb{Z}$-class, up to $\mathbb{Z}$-equivalence again. Thus, we obtain all the arithmetic $\mathbb{Z}$-classes as finite unimodular $n \times n$ matrix groups.

Fourth step: To each arithmetic $\mathbb{Z}$-class determine all the vector systems (group cohomology classes). These bring screw motions, glide reflections into considerations, where the translational parts are broken lattice vectors, as our examples $\mathbf{P b}$ and $\mathbf{B b}$ illustrate. Here the affine conjugacy is important again. The so-called Zassenhaus algorithm (H. Zassenhaus, (1948)) leads to all the non-isomorphic space groups belonging to the given arithmetic $\mathbb{Z}$-class. In the sense of formula (2.7) we need the $\mathbb{Z}$-normalizer of the given arithmetic class. This means, if $G_{0}$ a $\mathbb{Z}$-class, then

$$
N_{\mathbb{Z}}\left(G_{0}\right):=\left(\mathbf{F} \in G L_{n}(\mathbb{Z}): \mathbf{F}^{-1} G_{0} \mathbf{F}=G_{0}\right)
$$

defines this normalizer. The vector systems (cohomology classes), equivalent under $N_{\mathbb{Z}}\left(G_{0}\right)$, determine affine conjugate space groups.

This procedure has been carried out for $n=2,3,4$ as a grandious result of a cooperation by H. Brown et al. (1978). The computer promises many further results also in this field of research.
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