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#### Abstract

One of the most important questions in the theory of N -dimensional Euclidean lattices is: How many minima can be found in an $N$-lattice? As first result G. F. Voronoi proved in [1] that this number is not greater than $2^{N+1}-2$. On the other hand, for the well-known classical extremal lattices, this number is not 'enough large', in these lattices there are only $O\left(N^{2}\right)$ minimal vectors. The first lattices with a lot of minima were constructed by E. S. Barnes and G. E. Wall. They proved in [1] that in the dimensions $N=2^{n}$ there exists such an $N$-lattice in which the number of minima is $s\left(f_{N}\right)=c \cdot\left(N^{\frac{1}{2}\left(\log _{2} N+1\right)}\right)=$ $c \cdot\left(2^{\frac{1}{2}\left[\left(\log _{2} N\right)^{2}+\log _{2} N\right]}\right)$. (The assymptotic formula was given by J.Leech in [3].) The above mentioned lattice for dimension $N=2^{3}$ is the well-known lattice $E_{8}$. Using the base properties of the Reed-Muller code, in this paper we give the characterization of the minima of this lattice and determine the number of minima of the $2^{n}-2$-dimensional lattice that is a generalization of the extremal lattice $E_{6}$. We note that the author proved some similar results in the paper [4] but the precise value of the above number was not known yet.
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## Some Lattices with a Lot of Minima

Let $\mathbf{e}_{1}, \cdots, \mathbf{e}_{N}$ be $N$ independent points in $E^{N}$. Then the set $\Lambda$ of points

$$
\mathbf{z}=\sum_{i=1}^{n} x_{i} \mathbf{e}_{i}, \quad x_{1}, \cdots, x_{n} \in Z \quad \text { integers }
$$

is called a lattice. The lattice $\Lambda^{*}$ is a sublattice of $\Lambda$ if and only if $\Lambda^{*} \subset \Lambda$. The vector $\mathbf{m}$ is a minimum of $\Lambda$ if for every lattice-vector $\mathbf{v} \in \Lambda$, $|\mathbf{m}| \leq|\mathbf{v}|$. The number of the minima of $\Lambda$ is denoted by $s(\Lambda)$. Now we describe some important lattices with a lot of minima. These lattices are extremals and in the lower dimension cases $(N \leq 8)$ they have the most minimum vector.

[^0]The Lattice $A_{N}$
$A_{N}=\left\{\sum_{i=1}^{N+1} x_{i} \mathbf{e}_{i} \mid \mathbf{x}=\left(x_{1}, \ldots, x_{N+1}\right) \in \mathbf{Z}^{N+1} \quad \sum_{i=1}^{N+1} x_{i}=0\right\}$.
Minimum vectors: vectors $\mathbf{e}_{i}-\mathbf{e}_{j} \quad(i \neq j)$. Number of minima: $N(N+1)$.

The Lattice $D_{N}$

$$
D_{N}=\left\{\sum_{i=1}^{N} x_{i} \mathbf{e}_{i} \mid \mathbf{x}=\left(x_{1}, \ldots, x_{N}\right) \in \mathbf{Z}^{N} \quad \sum_{i=1}^{N} x_{i} \equiv 0(2)\right\}
$$

Minimum vectors: vectors $\pm \mathbf{e}_{i} \pm \mathbf{e}_{j} \quad(i \neq j)$. Number of minima: $2 N(N-1)$.

$$
\text { The Lattice } E_{N} \quad(N=6,7,8)
$$

$$
\begin{gathered}
E_{8}=\left\{\sum_{i=1}^{8} x_{i} \mathbf{e}_{i} \mid \mathbf{x}=\left(x_{1}, \ldots, x_{8}\right) \in \mathbf{Z}^{8} \quad \text { or } \quad \mathbf{x} \in\left(\mathbf{Z}+\frac{1}{2}\right)^{8} \quad \sum_{i=1}^{8} x_{i} \equiv 0(2)\right\} \\
E_{7}=\left\{\sum_{i=1}^{8} x_{i} \mathbf{e}_{i} \mid \mathbf{x}=\left(x_{1}, \ldots, x_{8}\right) \in E^{8} \quad \sum_{i=1}^{8} x_{i}=0\right\} \\
E_{6}=\left\{\sum_{i=1}^{8} x_{i} \mathbf{e}_{i} \mid \mathbf{x}=\left(x_{1}, \ldots, x_{8}\right) \in E^{8} \quad x_{1}+x_{8}=\sum_{i=2}^{7} x_{i}=0\right\}
\end{gathered}
$$

## Minimum vectors:

$E_{8}$ : vectors $\left( \pm \mathbf{e}_{i} \pm \mathbf{e}_{j}\right) \quad(i \neq j) \quad$ and vectors $\frac{1}{2} \sum_{i=1}^{8}\left( \pm \mathbf{e}_{i}\right)$. Number of minima: 240.
$E_{7}:$ vectors $\mathbf{e}_{i} \pm \mathbf{e}_{j} \quad \frac{1}{2}\left(\mathbf{e}_{i_{1}}+\mathbf{e}_{i_{2}}+\mathbf{e}_{i_{3}}+\mathbf{e}_{i_{4}} \pm \mathbf{e}_{i_{5}} \pm \mathbf{e}_{i_{6}} \pm \mathbf{e}_{i_{7}} \pm \mathbf{e}_{i_{8}}\right)$, where $1 \leq$ $i, j \leq 8\left\{i_{1}, \cdots, i_{8}\right\}$ are a permutation of the numbers $\{1, \cdots, 8\}$. Number of minima: 126 .
$E_{6}:$ vectors $\mathbf{e}_{i}-\mathbf{e}_{j} \quad(2 \leq i \neq j \leq 7)$ and vectors $\pm \frac{1}{2}\left(\mathbf{e}_{1}+\mathbf{e}_{i_{2}}+\mathbf{e}_{i_{3}}+\mathbf{e}_{i_{4}}\right.$ - $\mathbf{e}_{i_{5}}-\mathbf{e}_{i_{6}}-\mathbf{e}_{i_{7}}-\mathbf{e}_{8}$ ), where $\left\{i_{2}, \cdots, i_{7}\right\}$ are a permutation of the numbers $\{2, \cdots, 7\}$ and the vectors $\pm\left(\mathbf{e}_{1}-\mathbf{e}_{8}\right)$. Number of minima: 72.

## 2.The Barnes-Wall Construction

Let $V$ be an $n$-dimensional vector space over the Galois field $G F(2)$; in terms of a basis $\varepsilon_{1}, \ldots, \varepsilon_{n}$, we may write the elements as $\alpha=\sum \alpha_{i} \varepsilon_{i}$ with coordinates $\alpha_{i}$ which are integers taken modulo 2. The additive group of $V$, which we shall also denote by $V$, is the elementary Abelian group of order $N=2^{n}$. Subgroups and cosets of dimension $r$ will be denoted generically by $V_{r}$ and $C_{r}$, respectively. In $N$-dimensional Euclidean space E.S.Barnes and G. E. Wall (Barnes and Wall) consider integral vectors $\mathbf{x}=\left(x_{\alpha}\right)$ with coordinates $x_{\alpha}$ indexed by the $N$ elements $\alpha$ of $V$. If $W$ is any subset of $V,[W]$ will denote the characteristic vector $\mathbf{x}$ defined by :

$$
x_{\alpha}=\left\{\begin{array}{lll}
1 & \text { if } & \alpha \in W \\
0 & \text { if } & \alpha \notin W
\end{array}\right.
$$

Barnes and Wall denoted by $\Lambda$ the sublattices of $Z^{N}$ generated by all vectors $2^{\left[\frac{n-r}{2}\right]}\left[C_{r}\right]$, where $C_{r}$ runs over all cosets in $V$. They proved the following theorems:
Theorem 2.1. Let $\varepsilon_{1}, \ldots, \varepsilon_{n}$ be any basis of $V$. Then a basis of $\Lambda$ is given by the $N$ vectors $2^{\left[\frac{n-r}{2}\right]}\left[C_{r}\right]$, where $V_{r}$ runs through the subgroups of $V$ which have a subset of $\varepsilon_{1}, \ldots, \varepsilon_{n}$ as basis. (see [2] T.3.1)
Theorem 2.2. $\Lambda$ is invariant under the following orthogonal transformations:
i. the permutation of the coordinates $x_{\alpha}$ induced by the transformation $\alpha \longmapsto \tau \alpha+\gamma$ of $V$, where $\tau$ is a non-singular matrix over $G F(2)$ and $\gamma$ is any fixed element of $V$,
ii. the involution

$$
y_{\alpha}=\left\{\begin{array}{lll}
x_{\alpha} & \text { if } & \alpha \in W \\
-x_{\alpha} & \text { if } & \alpha \notin W
\end{array}\right.
$$

where $W$ is any fixed subgroup of $V$ of dimensionn -1 .
Barnes and Wall defined the rank of a point $x \neq 0$ of $\Lambda$ to be the largest $r(0 \leq r \leq n)$ for which all coordinates $x_{\alpha}$ are divisible by $2^{\left[\frac{r}{2}\right]}$ and proved:
Theorem 2.3. A point $\mathbf{x} \neq 0$ of $\Lambda$ is a minimal vector if and only if $R$ is odd, and for some coset $C_{n-R}$ of dimension $n-R$

$$
\left|x_{\alpha}\right|=\left\{\begin{array}{lll}
2^{\left[\frac{R}{2}\right]} & \text { if } & \alpha \in C_{n-R} \\
0 & \text { if } & \alpha \notin C_{n-R}
\end{array}\right.
$$

(see T.3.2 and (5.2) in [2])

Theorem 2.4. For the lattice $\Lambda$ the number of minima

$$
s(\Lambda)=2^{n+1} \sum_{R \text { odd }} 2^{\binom{n-R}{2}} K_{n, R} \quad \text { where } \quad K_{n, R}=\frac{\left(2^{n}-1\right) \cdots\left(2^{n-R+1}-1\right)}{\left(2^{R}-1\right) \cdots(2-1)}
$$

J.LEECH in [3] determined this sum, he gave the following form:

$$
s(\Lambda)=(2+2)\left(2+2^{2}\right) \cdots\left(2+2^{n}\right) \sim l \cdot N^{\frac{1}{2}\left(\log _{2} N+1\right)}
$$

where $l=4,7684 \ldots$ is a constant.

## Second-Order Reed-Muller Code and the Barnes-Wall Lattices

A binary code $C$ of length $N$ is a subset of $F_{2}^{N}$, where $F_{2}^{N}$ is the $N$ dimensional vector space over the Galois field GF(2). The Hamming distance between two vectors

$$
\mathbf{u}=\left(u_{1}, \ldots, u_{N}\right), \mathbf{v}=\left(v_{1}, \ldots, v_{N}\right)
$$

$u_{i}, v_{i} \in G F(2)$, to be the number of coordinates where they differ:

$$
d(u, v)=\left|\left\{i: u_{i} \neq v_{i}\right\}\right|
$$

The minimal distance $d$ of a code is

$$
d:=\min \{d(u, v) \mid u, v \in C\}
$$

A code of length $N$ containing $M$ codewords and with minimal distance $d$ is said to be an ( $N, M, d$ ) code. A linear code $C$ is a linear subspace of $F_{2}^{N}$ : the set of codewords is closed under vector addition and coordinatewise multiplication by elements of $F_{2}^{N}$. The dimension $k$ is the dimension of this subspace, and there are $2^{k}$ codewords. A linear code of length $N$, dimension $k$ and minimal distance $d$ is said to be an $[N, k, d]$ code. The minimal distance of a linear code is the minimal nonzero weight (the number of the nonzero coordinates) of any codeword. Let $A_{i}(c)$ denote the number of codewords at Hamming distance $i$ from a codeword $c \in C$. The numbers $\left\{A_{i}(c)\right\}$ are called the weight distribution of $C$ with respect to c. For linear codes $\left\{A_{i}(c)\right\}$ is independent of $c$ and will be denoted by $\left\{A_{i}\right\}$. (See for example [6] or [5].) Assume now that $N=2^{n}$. Denote by $X=\left\{P_{0}, \ldots, P_{2^{n}-1}\right\}$ the set of the points of the $n$-dimensional Euclidean geometry $E G(n, 2)$ over $G F(2)$. Any subset $S$ of the points of $E G(n, 2)$ has
associated with it a binary incidence (or characteristic) vector of length $N$, containing 1 ' in the components $s \in S$, and zeros elsewhere. This gives us another way of thinking about codewords, namely as (characteristic vectors of ) subsets of $E G(n, 2)$. If we fix a coordinate system and the points of $E G(n, 2)$ are column-vectors in this system, then this geometry corresponds with a binary matrix which has $n$ rows and $N$ columns. For example, in the case of $n=3$ we have the incidence-matrix:

|  | $P_{0}$ | $P_{1}$ | $P_{2}$ | $P_{3}$ | $P_{4}$ | $P_{5}$ | $P_{6}$ | $P_{7}$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| $\bar{w}_{3}$ | 1 | 1 | 1 | 1 | 0 | 0 | 0 | 0 |
| $\bar{w}_{2}$ | 1 | 1 | 0 | 0 | 1 | 1 | 0 | 0 |
| $\bar{w}_{1}$ | 1 | 0 | 1 | 0 | 1 | 0 | 1 | 0 |

It is clear that the complements of the rows of this matrix are the characteristic vectors of hyperplanes which pass through the origin, so these are subspaces of dimension $n-1$. Let's denote by $V^{1}, \ldots, V^{n}$ these subspaces and denote by $[S]$ the characteristic vector of the subset $S$. (At this time the corresponding codewords are $\left[V^{1}\right], \ldots,\left[V^{n}\right]$.) Since the coordinatewise multiplication of two codewords is also a codeword, for which

$$
[S] *[G]=[S \cap G]
$$

holds, we get that $\left[V^{i}\right] *\left[V^{j}\right]$ is the characteristic vector of a $n-2$-dimensional subspaces. For example in the three dimensional case the rows of this matrix are the characteristic vectors of the three 2 -dimensional subspaces of $F_{2}^{N}\left\{\varepsilon_{i}, \varepsilon_{j}\right\}$, where $i \neq j$. The characteristic vectors of the subspaces of dimension 1 (or 0 , resp.) are the collection of vectors formed by componentwise multiplying these vectors two at a time (or three at a time, resp.):

$$
\begin{aligned}
& {\left[\begin{array}{cccccccc}
1 & 0 & 0 & 0 & 1 & 0 & 0 & 0
\end{array}\right] \longleftrightarrow\left\{0, \varepsilon_{3}\right\}} \\
& {\left[\begin{array}{llllllll}
1 & 0 & 1 & 0 & 0 & 0 & 0 & 0
\end{array}\right] \longleftrightarrow\left\{0, \varepsilon_{2}\right\}} \\
& {\left[\begin{array}{llllllll}
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0
\end{array}\right] \longleftrightarrow\left\{0, \varepsilon_{1}\right\}} \\
& {[100000000] \longleftrightarrow\{0\}}
\end{aligned}
$$

In this paper the set of indices of the $N$-dimensional space $E^{N}$ will correspond with the space $E G(n, 2)$, so we regard it as an algebraic structure.

The binary $r^{t h}$ order Reed-Muller code of length $N=2^{n}(\mathrm{R}(\mathrm{r}, \mathrm{n}))$ is the linear code generated by the codewords:

$$
[V],\left[V^{1}\right], \ldots,\left[V^{n}\right],\left[V^{n}\right] *\left[V^{n-1}\right], \ldots,\left[V^{2}\right] *\left[V^{1}\right], \ldots,\left[V^{r}\right] *\left[V^{r-1}\right] * \cdots *\left[V^{1}\right]
$$

It can be proved that this code is a $\left[2^{n}, \sum_{i=0}^{r}\binom{n}{i}, 2^{n-r}\right]$ one, so its minimal distance is $2^{n-r}$ (see [5],[6]). We use the following theorems:

Theorem 3.1. By an invertible linear transformation of the space $E G(n, 2)$, arbitrary codewords in the second-order Reed-Muller code can be transformed to one of the following forms:
a)

$$
\sum_{i=1}^{\sigma}\left[V^{2 i-1}\right] *\left[V^{2 i}\right],
$$

b)

$$
\sum_{i=1}^{\sigma}\left[V^{2 i-1}\right] *\left[V^{2 i}\right]+[V],
$$

c)

$$
\sum_{i=1}^{\sigma}\left[V^{2 i-1}\right] *\left[V^{2 i}\right]+L_{2 \sigma+1},
$$

where the linear part of the third case $L_{2 \sigma+1}=\sum_{i=2 \sigma+1}^{n} a_{i}\left[V^{i}\right]$ is not identically zero, and for $\sigma \sigma \leq\left[\frac{n}{2}\right]$ holds.
This theorem can be found in the books [6] and [7].
Theorem 3.2. Let $A_{i}^{n}$ be the number of codewords of weight $i$ in $R(2, n)$. Then $A_{i}^{n}=0$ unless $i=0,2^{n}, 2^{n-1}$ or $2^{n-1} \pm 2^{n-1-\sigma}$ for some $\sigma, 0<\sigma \leq\left[\frac{n}{2}\right]$. Furthermore

$$
\begin{gathered}
A_{0}^{n}=A_{2^{n}}=1, \\
A_{2^{n-1} \pm 2^{n-1-\sigma}}=2^{\sigma(\sigma+1)} \frac{\left(2^{n}-1\right) \cdots\left(2^{n-2 \sigma+1}-1\right)}{\left(4^{\sigma}-1\right) \cdots(4-1)}, \quad 0<\sigma \leq\left[\frac{n}{2}\right], \\
A_{2^{n-1}}^{n}=2^{1+\binom{n}{1}+\binom{n}{2}}-\sum_{i \neq 2^{n-1}} A_{i}^{n} .
\end{gathered}
$$

We now give the precise characterization of the minima of the lattice defined by Barnes and Wall. We prove the following statement:
Theorem 3.3. Regard the following $n-R$-dimensional subspace of $V: W_{n-R}=V^{n-R+1} \cap \ldots \cap V^{n}$ and denote by m such a vector of $\Lambda$ whose support is the coset $W_{n-R}$ and the absolute values of its coordinates are $2^{\left[\frac{n-1}{2}\right]}$. Let $W_{n-R}^{+}$be the set of such indices of $\mathbf{m}$ where the corresponding coordinates are positives. Then the vector m is a minimum vector if and only if the vector $\left[\mathbf{W}_{n-R}^{+}\right]$is a codeword of the second-order Reed-Muller code of length $2^{n-R}$ which is defined over the subspace $W_{n-R}$.
Before proving this theorem, we have to verify an interesting lemma about the incidence vectors of subspaces of the space $E G(n, 2)$.
Lemma 3.1. Let $G_{i}<E G(n, 2) i=1, \ldots, h$ be distinct subspaces in $E G(n, 2)$. Regard the codewords $c=\sum_{i=1}^{h}(\bmod 2)\left[G_{i}\right]$.

Then the following equality holds:

$$
\begin{array}{r}
c=\sum_{i=1}^{h}\left[G_{i}\right]-2 \sum_{i_{1} \neq i_{2}}\left[G_{i_{1}}\right] *\left[G_{i_{2}}\right]+4 \sum_{i_{1} \neq i_{2} \neq i_{3}}\left[G_{i_{1}}\right] *\left[G_{i_{2}}\right] *\left[G_{i_{3}}\right]-\ldots+ \\
\\
+(-2)^{h-1}\left[G_{1}\right] * \cdots *\left[G_{h}\right]
\end{array}
$$

Proof. The above-mentioned equality is an identity if $h=1$. Assume that the statement is true if the number of the components of the sum is less than or equals $h$. Regard now the following decomposition of the codewords $c$ :

$$
c=\sum_{i=1}^{h} \bmod 2\left[G_{i}\right]=c^{\prime}+\left[G_{i}\right] \bmod 2
$$

Since if $\alpha \notin G_{i}$ then $0=\left[G_{i}\right]_{\alpha}$ so we can see that:

$$
\begin{gathered}
c_{\alpha}=c_{\alpha}^{\prime}=\left(\sum_{\substack{j=1 \\
i \neq j}}^{h}\left[G_{j}\right]-2 \sum_{\substack{i_{1} \neq i_{2} \\
i_{1}, i_{2} \neq i}}\left[G_{i_{1}}\right] *\left[G_{i_{2}}\right]+4 \sum_{\substack{i_{1} \neq i_{2} \neq i_{3} \\
i_{1}, i_{2}, i_{3} \neq i}}\left[G_{i_{1}}\right] *\left[G_{i_{2}}\right] *\left[G_{i_{3}}\right]-\right. \\
\left.-\ldots+(-2)^{h-1}\left[G_{1}\right] * \cdots *\left[G_{i-1}\right] *\left[G_{i+1}\right] * \cdots *\left[G_{h}\right]\right)_{\alpha}= \\
=\left(\sum_{j \neq i}-2 \sum_{\substack{i_{1} \neq i_{2} \\
i_{1}, i_{2} \neq i}}+4 \sum \cdots\right)_{\alpha}+\left[G_{i}\right]_{\alpha}-2 \sum_{j \neq i}\left(\left[G_{i}\right] *\left[G_{j}\right]\right)_{\alpha}+\ldots= \\
=\left(\sum_{i=1}^{h}\left[G_{i}\right]-2 \sum_{i_{1} \neq i_{2}}\left[G_{\left.i_{1}\right]}\right] *\left[G_{i_{2}}\right]+4 \sum_{i_{1} \neq i_{2} \neq i_{3}}\left[G_{i_{1}}\right] *\left[G_{i_{2}}\right] *\left[G_{i_{3}}\right]-\ldots+\right. \\
\left.+(-2)^{h-1}\left[G_{1}\right] * \cdots *\left[G_{h}\right]\right)_{\alpha} .
\end{gathered}
$$

For this reason in this case for the index $\alpha$ the statement of the lemma is true. This means that if there exists such an index $i$ for which $\alpha \notin G_{i}$ then in the index $\alpha$ the desired equality holds. Assume now that $\alpha \in \cap\left\{G_{i} \mid i=\right.$ $1, \ldots, h\}$. Then the value of the left hand side in this index is:

$$
(c)_{G}=\left(\sum_{i=1}^{h} \bmod 2\left[G_{i}\right]\right)_{\alpha}=\left\{\begin{array}{llll}
0 & \text { if } & h & \text { is even } \\
1 & \text { if } & h & \text { is odd }
\end{array}\right.
$$

At the same time the value of the other side is:

$$
h-2\binom{h}{2}+4\binom{h}{3}-\ldots+(-2)^{h-1}\binom{h}{h}=\frac{1}{2}-\frac{(1-2)^{h}}{2}=(c)_{\alpha} .
$$

Thus, the statement of the lemma in this case holds, too.
Proof of Theorem 3.3. Barnes and Wall in [2] proved that the number of the minima supporting the fixed subspace $W_{n-R}$ was not greater than the number $2^{1+\binom{n-R}{1}+\binom{n-R}{2}}$. Let $\alpha_{0}, \alpha_{i}, \alpha_{i, j}$ be elements of $G F(2)$ and denoted by $W^{i}=W_{n-R} \cap V_{i}$ for all index $1 \leq i \leq n-R$. Regard now the following vector:

$$
\begin{aligned}
\mathbf{m}=2^{\left[\frac{R+1}{2}\right]}\left(\left\{\alpha_{0}\left[W_{n-R}\right]\right.\right. & +\sum_{1 \leq i \leq n-R} \bmod 2 \alpha_{i}\left[W^{i}\right]+ \\
& \left.\left.+\sum_{1 \leq i \neq j \leq n-R} \bmod 2 \alpha_{i, j}\left[W^{i}\right] *\left[W^{j}\right]\right\}\right)-2^{\left[\frac{R}{2}\right]}\left[W_{n-R}\right]
\end{aligned}
$$

where the plus in the bracket means the ( $\bmod 2$ ) sum of those binary vectors which can be found there. It is clear that $m$ is in the lattice $\Lambda$ if and only if the first member is in $\Lambda$. In this case the vector $m$ satisfies the conditions of Theorem (2.3), so it is a minimum one. Since the linear combination in the bracket is a codeword of the code $R(2, n-R)$, so the number of the distinguished vectors $m$, which can be stated in the above form, is $2^{1+\binom{n-R}{1}+\binom{n-R}{2} \text {. This means that we only have to prove that every }}$ codeword as an $N$-dimensional (0-1)-vector (the coordinates which are not in $W_{n-R}$ are equal to zero) is in $\Lambda$. We now prove that this binary vector is a linear combination with integer coefficients of the lattice vectors with support $W^{i}$. Note that under a coordinate permutation of $E^{N}$ induced by an invertible linear transformation of the space $W_{n-R}$ the lattice $\Lambda$ is invariant (see Theorem (2.2)), so the image vector and the original one are in the lattice at the same time. By virtue of the Theorem (Dickson) it may be assumed that the examined vector is in one of the following forms:
a)

$$
\sum_{i=1}^{h}\left[W^{2 i-1}\right] *\left[W^{2 i}\right]
$$

b)

$$
\sum_{i=1}^{h}\left[W^{2 i-1}\right] *\left[W^{2 i}\right]+\left[W^{n-R}\right]
$$

c)

$$
\sum_{i=1}^{h}\left[W^{2 i-1}\right] *\left[W^{2 i}\right]+L_{2 h+1}
$$

where the sum $L_{2 h+1}=\sum_{i=2 h+1}^{n-R} a_{i}\left[W^{i}\right]$ is not identically zero.
The cases of $a$, and $b$ are easy to see from the Lemma 3.1 because for every odd number $R$ the following equality holds $\left[\frac{R+2}{2}\right]=\left[\frac{R+1}{2}\right]$. Hence
we get that:

$$
\begin{aligned}
& 2^{\left[\frac{R+1}{2}\right]}\left\{\sum_{i=1}^{h}\left[W^{2 i-1}\right] *\left[W^{2 i}\right](\bmod 2)\right\}=\sum_{i=1}^{h} 2^{\left[\frac{R+1}{2}\right]}\left[W^{2 i-1}\right] *\left[W^{2 i}\right]- \\
& -\sum_{\substack{i_{1}, i_{2}=1 \\
i_{1} \neq i_{2}}}^{h} 2 \cdot 2^{\left[\frac{R+1}{2}\right]}\left[W^{2 i_{1}-1}\right] *\left[W^{2 i_{1}}\right] *\left[W^{2 i_{2}-1}\right] *\left[W^{2 i_{2}}\right]+ \\
& +\ldots+(-1)^{h-1} \sum 2^{h-1} 2^{\left[\frac{R+1}{2}\right]}\left[W^{1}\right] * \cdots *\left[W^{2 h}\right]= \\
& =\sum_{i=1}^{h} 2^{\left[\frac{R+1}{2}\right]}\left[W^{2 i-1}\right] *\left[W^{2 i}\right]- \\
& -\sum_{\substack{i_{1}, i_{2}=1 \\
i_{1} \neq i_{2}}}^{h} 2^{\left[\frac{R+1}{2}\right]+1}\left[W^{2 i_{1}-1}\right] *\left[W^{2 i_{1}}\right] *\left[W^{2 i_{2}-1}\right] *\left[W^{2 i_{2}}\right]+\ldots
\end{aligned}
$$

Here every element of the right hand side is in $\Lambda$, so this is true for the left hand side, too.

In the case of $c$, we have to apply such an affine transformation $\mathcal{T}$ which does not modify the first part of the sum $c$, and at the same time for which the equality $\mathcal{T}\left(L_{2 h+1}\right)=\left[W^{2 h+1}\right]$ holds. (There exists such a transformation, see for example in [8] the formula (16.352).) Regard now the following notes: $G_{i}=\left[W^{2 i-1}\right] *\left[W^{2 i}\right] \quad G_{h+1}=\left[W^{2 h+1}\right]$ and apply the Lemma 3.1. It is easy to verify that the statement of the theorem is true in this case, too.

## Sublattices of the Barnes-Wall Lattice

Let $H$ be an arbitrary subgroup of $V$. Let $\Lambda_{H}$ denote the set of those vectors of $\Lambda$ for which $\sum_{\alpha \in H} x_{\alpha}=0$. Then $\Lambda_{H}$ is a sublattice of $\Lambda$. The author in [4] proved the following basic theorem:
Theorem 4.1. Let $\operatorname{dim} H$ be the dimension of the subspace $H$.

1. If $\operatorname{dim} H=\operatorname{dim} G$, where $H$ and $G$ are subgroups of $V$, then, the lattices $\Lambda_{I I}$ and $\Lambda_{G}$ are congruents.
2. For every subgroup $H$ of $V$ the minimal value of the sublattice $\Lambda_{H}$ is equal to the minimal value of the original lattice $\Lambda$.

In this paragraph let the dimension $r$ of the subgroup $H$ be fixed $(0 \leq r \leq n)$. According to the notations of the paper [2] let $N_{R}$ be the
number of minimal vectors of the lattice $\Lambda$ with support $C_{n-R}$, where $C_{n-R}$ is a coset of dimension $n-R$. (It can be seen from the theorem 2.2 that this number is the same for all cosets of dimension $n-R$.) Denote by $N_{R, k}$ the number of those minima of $\Lambda_{H}$ with support $C_{n-R}$ for which $\operatorname{dim}\left(C_{n-R} \cap H\right)=k$. It is easy to see that $N_{R, k}$ is also independent of the choice of the coset $C_{n-R}$. From Theorem 3.3 it is clear that this number is equal to the number of those codewords of an $R(2, n-R)$ code which have $2^{k-1} 0$ 's and $2^{k-1} 1$ 's coordinates over a $k$-dimensional subspace $V_{k}$ of the original vector space $V$. In [9] the author determined this number and proved that:

$$
N_{R, k}=\sum_{\delta=1}^{\left[\frac{k+1}{2}\right]}\left(2^{k}-1\right) \cdots\left(2^{k-2 \delta+2}-1\right) 2 \sum_{\binom{n-R+1}{2}-\binom{k+1}{2}+\binom{k-2 \delta+1}{2}+1}
$$

In the same paper the following recursive formula was verified:
Theorem 4.2. If $1 \leq k \leq n-R$ holds for the number $k$, then:

$$
2^{k} N_{R, k}=\left(2^{k}-1\right)\left[2^{\left(\frac{n-R+1}{2}\right)+1}-N_{R, k-1}\right]
$$

By the help of these formulas the asymptotic one was given in [4] for the number $\Lambda_{H}$ when $H=<\{0\}>$. It was proved that in this lattice the number of minima was equal to $O\left(N^{\frac{1}{2}\left(\log _{2} N+1\right)}\right)$. In this paper we shall prove a similar result.
Theorem 4.3. Regard the lattice $\Lambda_{H} \cap \Lambda_{G}$, where $H, G$ are the subgroups $V_{n-1}$ and $<\{0\}>$, respectively. Then for the number of minima of this lattice the following inequality holds:

$$
s\left(\Lambda_{V_{n-1},<\{0\}>}\right) \geq c^{*} s\left(\Lambda_{<\{0\}>}\right)
$$

where the constant $c^{*}$ is independent of the dimension $N$.
Proof. The precise value of the number of minima of this lattice was determined in [4], this is the following:

$$
\begin{aligned}
s\left(\Lambda_{V_{n-1},<\{0\}>}\right)= & \sum_{R \text { odd }}
\end{aligned}\left\{\left(2^{R}-1\right) N_{R, n-R-1} 2^{R} K_{n-1 . R}+\right\}
$$

Substitute the value $k=n-R$ into the recursion formula (see Theorem 4.2) and arrange the equality into the following form:

$$
\left(2^{n-R}-1\right) N_{R, n-R-1}=\left[\left(2^{n-R}-1\right) 2^{\left(n_{2}^{n-R+1}\right)+1}-2^{n-R} N_{R, n-R}\right]
$$

Then we get:

$$
\begin{aligned}
& s\left(\Lambda_{V_{n-1},<\{0\}>}\right)= \\
& \quad=\sum_{R \text { odd }}\left\{\left(2^{R}-1\right) 2^{R}\left[2^{\left(n_{2}^{n-R+1}\right)+1}-\frac{2^{n-R}}{\left(2^{n-R}-1\right)} N_{R, n-R}\right] K_{n-1, R}+\right. \\
& \\
& \left.\quad+\left(2^{R-1} N_{R}+\left(2^{R-1}-1\right) N_{R, n-R}\right) K_{n-1, R-1}\right\}
\end{aligned}
$$

However, from the definition of the number $K_{n-1, R-1}$ it is clear that:

$$
\frac{2^{R}-1}{\left(2^{n-R}-1\right)} K_{n-1, R}=K_{n-1, R-1}
$$

so we have that:

$$
\begin{aligned}
& s\left(\Lambda_{V_{n-1},<\{0\}>}\right)= \\
& \begin{array}{l}
=\sum_{R \text { odd }}\left\{2^{R}\left[2^{\left(n_{2}-R+1\right.}\right)+1\right. \\
\left.\left(2^{n-R}-1\right)-2^{n-R} N_{R, n-R}\right] K_{n-1, R-1}+ \\
\\
\left.\quad+\left(2^{R-1} N_{R}+\left(2^{R-1}-1\right) N_{R, n-R}\right) K_{n-1, R-1}\right\}= \\
=\sum_{R \text { odd }}\left\{\left(2^{n}-2^{R}+2^{R-1}\right) N_{R}+\left(-2^{n}+2^{R-1}-1\right) N_{R, n-R}\right\} K_{n-1, R-1}
\end{array}
\end{aligned}
$$

Here we use the equality: $N_{R}=2\left({ }_{2}^{n-R+1}\right)+1$. If we take into consideration the equality

$$
\frac{2^{R}-1}{\left(2^{n}-1\right)} K_{n, R}=K_{n-1, R-1}
$$

too, we get that:

$$
\begin{aligned}
& s\left(\Lambda_{V_{n-1},<\{0\}>}\right)= \\
& =\sum_{R \text { odd }}\left\{\left(2^{n}-2^{R-1}\right)+\left(-2^{n}+2^{R-1}-1\right) \frac{N_{R, n-R}}{N_{R}}\right\} N_{R} \frac{2^{R}-1}{\left(2^{n}-1\right)} K_{n, R}= \\
& =\sum_{R \text { odd }}\left\{\frac{\left(2^{n}-2^{R-1}\right)}{\left(2^{n}-1\right)}-\frac{\left(2^{n}-2^{R-1}+1\right)}{\left(2^{n}-1\right)} \frac{N_{R, n-R}}{N_{R}}\right\}\left(2^{R}-1\right) N_{R} K_{n, R}= \\
& =\frac{1}{2^{n}-1} \sum_{R \text { odd }}\left\{\left(2^{n}-2^{R-1}\right)\left[1-\frac{N_{R, n-R}}{N_{R}}\right]-\frac{N_{R, n-R}}{N_{R}}\right\}\left(2^{R}-1\right) N_{R} K_{n, R}
\end{aligned}
$$

If we can give a good upper bound for the number $\frac{N_{R, n-R}}{N_{R}}$, we get a lower one for the number of the minima. Take now the sum-form of the number $N_{R, n-R}$. This is the following:

$$
N_{R, n-R}=\sum_{\delta=1}^{\left[\frac{n-R+1}{2}\right]}\left(2^{n-R}-1\right) \cdots\left(2^{n-R-2 \delta+2}-1\right) 2^{\left(\frac{n-R-2 \delta+1}{2}\right)+1}
$$

Since $N_{R}=2\binom{n-R+1}{2}+1$, we have that:

$$
\frac{N_{R, n-R}}{N_{R}}=\sum_{\delta=1}^{\left[\frac{n-R+1}{2}\right]}\left(1-\frac{1}{2^{n-R}}\right) \cdots\left(1-\frac{1}{2^{n-R-2 \delta+2}}\right) \frac{1}{2^{n-R-2 \delta+1}}=: L_{n-R} .
$$

It is easy to verify the following recursion formula for the number $L_{n-R}$ :

$$
L_{n-R}=\left(1-\frac{1}{2^{n-R}}\right)\left[\frac{1}{2^{n-R-1}}+\left(1-\frac{1}{2^{n-R-1}}\right) L_{n-R-2}\right]
$$

We prove by induction with respect to the number $n-R$ that the inequality holds:

$$
L_{n-R} \leq \frac{2^{n-R+2}-1}{\frac{3}{2} 2^{n-R+2}-1}
$$

If $n-R$ is equal to 1 or 2 , then the above number $L_{n-R}$ is $\frac{1}{2}$ or $\frac{3}{8}$, respectively, so the statement is true. Assume now that

$$
L_{n-R-2} \leq \frac{2^{n-R}-1}{\frac{3}{2} 2^{n-R}-1} .
$$

Then

$$
\begin{aligned}
L_{n-R} & =\left(1-\frac{1}{2^{n-R}}\right)\left[\frac{1}{2^{n-R-1}}+\left(1-\frac{1}{2^{n-R-1}}\right) L_{n-R-2}\right] \leq \\
& \leq\left(1-\frac{1}{2^{n-R}}\right)\left[\frac{1}{2^{n-R-1}}+\left(1-\frac{1}{2^{n-R-1}}\right) \frac{2^{n-R}-1}{\frac{3}{2} 2^{n-R}-1}\right]= \\
& =\frac{2^{n-R}-1}{2^{n-R}}\left[\frac{\frac{3}{2} 2^{n-R}-1+\left(2^{n-R-1}-1\right)\left(2^{n-R}-1\right)}{2^{n-R-1}\left(\frac{3}{2} 2^{n-R}-1\right)}\right]= \\
& =\frac{2^{n-R}-1}{\frac{3}{2} 2^{n-R}-1} \leq \frac{2^{n-R+2}-1}{\frac{3}{2} 2^{n-R+2}-1}
\end{aligned}
$$

so the inequality holds. Here we used the trivial inequality :

$$
\frac{2^{n-R}-1}{\frac{3}{2} 2^{n-R}-1} \leq \frac{2^{n-R+2}-1}{\frac{3}{2} 2^{n-R+2}-1} .
$$

Although the limit of the above sequence is $\frac{2}{3}$ for this reason we have the same upper bound for the number $L_{n-R}$, too. So

$$
\begin{aligned}
& s\left(\Lambda_{V_{n-1},<\{0\}>}\right)= \\
& =\frac{1}{2^{n}-1} \sum_{R \text { odd }}\left\{\left(2^{n}-2^{R-1}\right)\left[1-\frac{N_{R, n-R}}{N_{R}}\right]-\frac{N_{R, n-R}}{N_{R}}\right\}\left(2^{R}-1\right) N_{R} K_{n, R} \geq \\
& \geq \frac{1}{2^{n}-1} \sum_{R \text { odd }}\left[\frac{2^{n}-2^{R-1}-2}{3}\right]\left(2^{R}-1\right) N_{R} K_{n, R}= \\
& =\frac{2^{n-1}-2}{3\left(2^{n}-1\right)} \sum_{R \text { odd }}\left(2^{R}-1\right) N_{R} K_{n, R} \geq c^{*} s\left(\Lambda_{<\{0\}>}\right),
\end{aligned}
$$

where the non-zero constant $c^{*}$ is equal to inf $\left\{\frac{2^{n-2}-1}{6\left(2^{n}-1\right)} \quad n \geq 3\right\}$. So we proved the theorem.

We remark that the statement of Theorem 4.3 means that the $N=$ $\left(2^{n}-2\right)$-dimensional sublattice $\Lambda_{V_{n-1},<\{0\}>}$ of the Barnes-Wall lattice $\Lambda$ has at least $O\left(2^{\frac{1}{2}\left[\left(\log _{2} N\right)^{2}+\log _{2} N\right]}\right)$ minima.
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