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1. Introduction

The Bessel polynomials were defined by Krarr and Frinck [1] by the
formula

Yolx, a,b) = Fol—n,a+n — 1, —Z (1)

b

These polynomials arise in the solution of the wave equation in spherical polar
coordinates. A large number of papers has been written on these polynomials
(see Racas, [2] & [3]. Savam [4], AcarwaL [5] and Braruaw [6]).

In this paper new recurrence relations as well as some series expansions

will be established.
The following formulae will be required in the proofs: Doucary [7]:

a,l-{~—1—_—§—a, c, d, e5 1
s 1 “ S (2)
—;—a,l{—a——c,l—é—a—d,l{-a——e

F(l-a——c)F(I——a—d)]j(l——a—e)]?(la—a—-c*d~e).
I'l+a)I'l+ta —d —e) I'l+a —c— d)IM(l+a —c —e)

Vandermond’s theorem: if n is a positive integer, then

JFi(—ms i y3 1) = —(——(‘—‘—)i’l— 3)

where the symbol
fsr)=alz+1 ..{zx+71r—1) =L

(o5 0) =1,
And Saalschiitz’s theorem [8];
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JF, a, b, —n; 1 _ (¢ — a:n)(c — bsn) ; )
lYa+b —¢c—n,c (¢; n)(¢c — a— by n)

where n is a pcsitive integer.

2. Recurrence formulae for y, (x, a, b)
The formulae to be proved are:

Yl B) = 5y @+ 2,0) = ylw @+ 1 b); (3)

Yn(® @, b) — (@ +n —1) "z;;"n—x(x-,a +2.b) = ypa(x, a+1,8); (6)

n(a+n— 1)

b

Vr (x, a, b) = J'n—l(xﬁ a+ 2,0). (7)

To prove (5), substitute for v,(x, a, b) and y,_,(x, a + 2, b) from (1); then the
left hand side of (5) becomes:

Sl=mrfla+n—15r)f x)" ( n)”g(— nLir)la+n—Lir)[ x|+
= rl b/ = r! . b) )

Now the coefficient of

.
—- ——-—] in the last expression is

x
b

(—nsr¥a+n — 1ir) | (=n)(—n -+ Lir—1)(a+nr—1)

r! ‘ (r— 1!
_{=mne+n—17)  (-mrat+n—1;r)
r! a4+ n—1)(r — 1!
_ (—nsr)(a+n — 1;7) [14 r }:
r! Ca+n—1
_ {=mflatn = lin)  asn 14
rl a-+n—1

(—n;r){a + n;r) .

r!

,
in y.(x,a+ 1. b).

= coefficient of(

This completes the proof of (5).
In the same way (6) can be proved.
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To prove (7), substitute for y (%, a, b) from (1), differentiate term by
term, so we get:

Wz, a :_d_ &L (—mir){e—n—-1;r) (—x
)n(ﬁ,a 7b) d{z (

re=0 r! b
o /%, (—msr)la+n—1;r) [ —x ’*1:
= b(r — 1)! b |
_ G (mr+Ye+n—1:r+1) [ —x)
3 o =
nfat+n —1) "2 (—n+1;r){a+n;r —x |
_mlan ) i n e e ()
b re=0 T! b ]
(a-n—1
— i(?-%——-)—ynﬂ(x, a2, b);

by applying (1) again. Thus (7) is proved. As Krarr and FriNck remarked
we see that the derivatives of Bessel polynomials are Bessel polvnomials with
the parameter increased by 2.

3. Representation of y, (x, a, b) as a series of generalised
hypergeometric functions of the form ,F,

The expansion to be proved is:

n {a:r) [1~— éha;r

Ynlw a, ) = 2"C, ——
r=0 (?a;r) (1 -+a—pF-+n;r)(l -+ a;2r)

(Bsr)(—nsr){a+n — 1;r)

-

« F, {—n%r, a+n—14+r, i+a+n~f——r, l4a— f4r: —x/b] .9

P

+a—pf+n-tr;

i

To prove (8), substitute for ,F,; then the right-hand side of (8) is equal to:

’ ! 1 0 .1
R (—n3r)(asr) |1+ ?a,r (Bir)(—nsr-ts)(a+n — 1;rLs)
35— >
r=0s=0 plgl {—7— asr| (I+a — S+n;rts)(L+a; r)(L+atr;ris)

l+a—pgirts)l-+-atnsr+s) {-—x)rts
—1y — :
X (=1) l+e—pBn)1+a-tn;r) lb)
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Here write s == p — r, change the order of summation and the right-hand side
of (8) becomes

i (—nsp)a+n—1Lp(l+a—pipl+a+tnp) (—=x)?
= P 0+ ap)1+a—f+np) { b)x

a, 1 "ll"";“'ae ﬂa —n, _P; 1

XsFe |

9 a91+a—ﬁa1+a+nal+a’+,p
L4

Now sum the ;F, by means of (2) and so obtain the left-hand side of (8). Thus
(8) is proved.

4. Series expaunsions of the Bessel polynomials

The formula to be established is

k%(“)—«—’"—(")'}n-ux, o) =y matat2b)  (9)

(n— B!
{AJ“( T ::k)

where

To prove (9) substitute for the Bessel polynomials in the left; then the left-
hand side of (9) becomes

5”, ”“’f 1) (—ws E)(—nsk)(—n+Enrn+k+a+1;0 {——x
pr b

k=0 r=0 Elr!

k-+r

Here write £ = p — r; then the last expression becomes

§.(n5P)( #P)(b]” L(—a—n—pir)(=ps1) _

= p! S rltu—pn)
— § ( )( nP)(—U P) { ) QFI(_P’ __a_n__P;l_%_‘u’__p;l)‘
=0 (—1)p! b

Now sum the ,F; by Vandermond’s theorem and the last expression becomes

= (=n; p)(—u; p) (~x]" (A+p+a+mnp)
=0 p! b (= p)
n o{__n- gy —x\P
= 3 {ompldutatnp) ( ’“] = Yul® @+ o+ 2, 6),
p! b
which is the right-hand side of (9). Thus (9) is proved.

This was proved for the particular case b = 2 in another form by
Savram [4] p. 152,




RELATIONS BETWEEN THE BESSEL POLYNOMIALS 99

5. The second series expansion to be proved is:

k r
S, (a2 41 — ks r)y,s gz a10) (—Z— = yanlm b)) (10)

r=0

where k, n are any positive integer or zero such thatn -1 — &k > 0.
As before the left-hand side of (10) is

K
2"6,(a—}—2n+1 — ks 1)

r=0

xr
—b—] 2Fo(k—n“‘17a+n~—k+r;——:—)=

kot l-k (—Esr)(a—+-2n-+1—Fk;r){(k—n—1;s){a-tn—k--r; s)
-3's x|=
§==0

Here put p = r - s where p is the new parameter of summation and the last
expression becomes

rls!

— ]T+S
r=0

3+ 2

n—+1 (k —_—r — 1;p)(a+n — k; P) ( —x
= p! b

Now sum the ,F, by Saalschiitz’s theorem (4) and the left hand side (10) is
equal to

P F (a—{—Zn—{—l——k,—p,—k;l].

a+n—%k2—-=Lk+4+n—p

p
= Yn+1(% @, b) .

&l (—n — 1; p)a + n; p) [——x
% p! b

Thus (10) is proved.
When k& = 1; (10) becomes

ynulz, a, b) -+ ZXla— 2n)y (%, @ + 13 b) = y,44(%, a, b). {11
3 b Y )=y

6. Generalisation of (5)

The formula to be proved is
i (—1) ™, (—n:r) (%)ryn—r(x’ a -+ 2r,b) = y,(x, @ + m, b) (12)
r=0

where m is any positive integer. This generalises the recurrence relation (5)
of §2. because when m = 1, (12) becomes (5).

To prove (12), assume it is true for a particular value of m. Thus (12)
with ¢ 4+ 1 instead of a becomes

S(__l)rmc,(—n; r) {-;_Z—]ryn_r(x, a-+2r +1,b) = yyx,a-+-m-+1,0).

r=0

Now apply (5) to each term on the left and get
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Yol @ +m - 1,6) = X (1) "¢, (—n:7) (—}) Yuedls @+ 20, ) +

r=0

m eyl
+ 20 (_1)rmcr (—Tl; T) {_l‘]'} (n — r)yn—r«J. (.’\?, a - 2r -+ 27 b) .

In the second of those two series, write r — 1 for r, add the two series, applying
the identity
mcr * mCr——l - m«:-lcr;

then the last expression becomes
Yoz, 0+ m -+ 1,b) = 2 (—1) (—nsr) (%J mele vy, _(x, @ + 2r, b)

which is (12) with m -+ 1 in place of m. But (12) is true when m = 1; therefore
it follows by induction that (12} is true for all positive values of m. This com-

pletes the proof of (12).

7. Generalisation of Formula (6)

The theorem to be established is:
S(—1)ymefatn—1;7) (_Z_}‘_(L @+ 2rb) = yom(x,a — m,b) (13)
r=0

where m is any positive integer.

(13) also generalises formula (6) of §2. because when m = 1; then (13)
becomes (6).

To prove (13), assume it 1s true for a particular value of m. Thus (13)
with {(n — 1) instead of n and a - 1 instead of a becomes

m "
_J yn—r—l(x’ a-+2r+1, b) =

S>(=L) " (a+n—1:r)

r==0

= Yp_i—m(®. @ = m + 1, b).

Now apply (6) to each term on the left and get

3

]

I NT
Yneieml®, @ +m - 1,b) = S (—1)"c(a +n —1371) l_x_l X
7=0 b
m
X Yper(%, @ + 21, b) + 3 (—=1)*17e(a + n — 157) X
r=0 )

X r+1
X{a+a-+r—1) [TJ Vperg(®, @ + 2r + 2, b).
As before, in the second of these two series, write r — 1 for r, and applying
the last identity, namely

me 1 mg =m+1cr

r—1
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then the last expression becomes (13) with m + 1 in place of m,.
But (13) is true when m = 1; therefore it follows that (13) is true for

all positive integer values of m. Thus (13} is proved.

8. The formula now to be proved is

21 1 4 1 { )3
; o —% - % -5 S] (—n:2s) l-\"J Yn—as(®, @ = 4s, b) =
= st {2 2 2 b (14)
{ a n 1 b]
Vo |, — — — —+— — . —
2 2 22

To prove (14), substitute for y,_, (v, a + 4s, b) from (1); then the left-hand

side of (14) is equal to

a+n—1 ‘ , .

(2] n2s ‘—7—— : s} (—n;2s)(—n-+2s;r)(a+n — 14+2s37) Ly
< | = —:
= 2 sir! bb

Here write p = 2s - r, where p is the new parameter of summation and the

last expression becomes
n

—x\P

97 B B

&

$ (zmp)atn — 1 p) + ;1}.
p=0 p! 2 !
Again sum the ,F; by Vandermond’s theorem, and the left-hand side of (14)

|

becomes
a-+n—1 )
—p| \
‘;\?‘ (—n3p) (a+n—1;p) 2 (—Zx p"
5=0 p! (@+n—1:p) 1 b

by applying the duplication formula for the gamma function. But the last

expression is equal to

(—ns )'ar—j——n—l
LU PJ ,r—?-x)"_
= OFO [_n’ _a__'_n__}_. : ___"_] =y, (ﬁ«. a n 1 i _
- 2 b . 2 2

= right-hand side of (14).

Thus (14) is proved.
A particular case of interest is when n = 2. In that case (14) gives
a—1 b

"2

(1)

1o

vola, a, b) - (w41 lj—\ rolr, @ 4 4
¥a )+ ( )le}(

2 Periodica Polytechnica M. 18/2-3
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which can be obtained directly by comparing coefficients of different powers
of x.
In the same way for even n the following formula can be established:

(—n

—;s) (a +n — 1;2s)

s

njs

)
—

[%)~ yn—?s(x'! a -+ 4s, b) =

"
i

sl
[

(16)

— 2
n —2x
ﬂ—_.ZFO[9 ,a-ﬂ-n—l;——————]

Summary
The Bessel polynomials defined by the formula

ynlx, a, b) = I, (—n, a“+n—1, — -—:—)

arise in the solution of the wave equation in spherical polar coordinates. In this paper some
lecurrence relationships and series expansions are established for the Bessel polynomials.
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