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I. Introduction 

The quadratic matrix A of order n should be given as: 

a1ll I = r at -I 

a2n I a~ 

where 

Suppose that 

det (A) " 0 

thus A is not singular or, what is equivalent, the rank of A is 

Q(A) = n 

and so it has an invert A -l, for which 

A-I A = A A-I = Ell 

where En is the unit matrix of order n. 

En =r 1 0 

o 1 

0 ' = [el ez ... ell]; 

o 

1..J 

where ei is the column unit vector with n elements, the i-th element being 1, 
the others O. 

1* 
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Be X the reciprocal matrix to be determined where column vectors are 
vectors Xi with n elements (i = 1, 2, ... n). 

The problem can be drawn up as folloKs: The unique solution of the in­
homogeneous linear matrix equation 

(1.1) 

is to be determined. The existence of a unique solution is assured by the pre­
suppositions det (A) -:.. 0, and (! (A) = n. 

This problem can be re'worded for soh-iug homogeneous linear system of 
equations as well hy introducing certain hypermatrices. 

Let us introduce the follovv-ing hypermatrices: 

B [A -- En] , 

a hypermatrix consisting of n rows and 2n columns, with two adjacent 
blocks being quadratic matrices A and En of order n; 

is a hypermatrix of 2n rows and n columns with quadratic matrices X and Y 
of order n as the two superimposed blocks. 

By their means (1.1) can be written as: 

or more explicitly: 

that is 

BZ o 

[A - Ell] [X 1 = ° 
yj 

AX-Y o. 

(1.2) 

(1.3) 

By comparing (1.1) and (1.3) it is seen that a solution for the homogene­
ous linear equation system (2.1), with n linearly independent column vectors 
of 2n elements consumed in Z, of the following structure: 

z 
~n] 
ell 

is sought for. 
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The column vectors of Z that is the column vectors 

and the row vectors 

of the matrix 

are orthogonal: 

M = [ao< : - e'!'] 
l l. l 

B r hi' -. = r at et -I 
h~ a~ e~ 

a* L n 

Namely, according to (1.2) 

hf Zi = 0 i = 1,2, ... n. 

2. An interesting property of idempotent matrices 

263 

Idempotent is a quadratic matrix P of order n satisfying the equation 

p2 P. 

If P is of rank r that is 

l? (P) = r 

and P is given in the form of a possible minimal sum of diads 

P uv* 

V* L r.J 

where the columns of U are linearly independent column vectors of n elements 
and the rows of V* are linearly independent row vectors v,-:ith n elements, then, 
according to a well-known theorem (see e.g. page 3 in [1]), the column vectors 

* U Ie and the ro'w vectors Vie form together a biorthogonal system: 

i,i = 1,2, ... , r 
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where 

K. JAiYKI 

f
o' for i <' j 
1, for i j. 

There exists again a ,\!ell-known theorem for idempotent matrices of 
this property (see e.g. pp. 40--42 in [2]). 

Let m nand P l' P 2' .•. , P n be a sequence of quadratic matrices of 
order n such that 

l1l 

,2'Pi En 
i=1 

and 

then 
1. PI = Pi for each i, i.e., each element of the sequence is an idempotent 

matrix; 

2. for Q (Pi) = Qi, i.e. 

Pi = i nik v?I{ 
k=l 

l1l 

::E Q, = n 
i=1 

the sum of the element ranks in the sequence equals n: 

3. the set of the column and row vectors in the diads determined for all 
i forms a complete biorthogonal system of dimension n, i.e. 

where 

I 

k 

1,2, 

{
I for i j and k = I simultaneously 

° for either i " j or k " 1 

i,j = 1,2, ... , m. 

1,2, 

3. A new algorithm for matrix inversion 

Based on the theorems drawn up in the preceding item, the following al­
gorithm is proposed for solving the problem (1.2) in item 1. (The advantage of 
the algorithm suggested by the author consists in at least halving the number 
of necessary multiplications as compared to other known algorithms of basis 
factorization. ) 
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First of alL let us replace B by the folIo,dng hypermatrix of order 2n 

c 

eT being the i-th row vector. 

For I 

these row vectors are linearly independent by definition. _i\ll the other row 
vectors are identically 0, causing the rank of C to equal n. An arbitrary column 
vector of the unknown matrix Z is the vector z with 2n elements. 

~he equations in the equation system to be solved are 

c{ Z ° i = 1,2, ... n. 

To solve this equation system means to find all the linearly independent 
column vectors z orthogonal to the row vectors eT. The algorithm to this aim 
consists of the follo,ving steps: 

Step 1: Be the i1-th element (il n) of the row vector c~ non-zero (such 
an i 1 exists by definition), hence 

Then 

~.0. ct 
et ell 

(here and further on the column unit vectors ek have 2n elements) is an idem­
potent matrix each row vector of which is a product of cf by a scalar: 

Thus 

is an idempotent matrix 

~il (~t~h) cr 
(ci eiJ~ 

with linearly independent (i.e. non-zero) columns orthogonal to c{: 

c* 1 et - ci o. 
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Step 2: On the other haud. there exists an i z (ohviuusly not greater 
than n) such that 

Thus 

is an idempotent matrix 

P2 ei~ er P 2 

cr P2 ei~ 

,\ith linearly independent (i.e. nOB-zero) column vectors orthogonal to both 

cT and e;: 

hi'P3 

namely 

P2 e i2 c~ P2 

e~ P2 ei2 

=0 

Step k: Be Plc determined in the previous step such that 

and 
PT: = Plc 

.. = C~-lP" = 0, but 

cT: Pk ~ , 0 

so there exists an ik(-S: n) for which 

Then 

is an idempotent matrix: 

PI; eik (ctc Pk eu,) ct Pk 

(cI Pk eilY 
PI; + 1 

o. 
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"\vith linearly independent (i.e. non-zero) column vectors equally orthogonal 

to ct ... , cL1 and c~: 

o. 

Finally, for k = n the linearly independent (i.e. non-zero) column vectors of the 
idempotent matrix Pn+1 got in the n-th step are just the solution vectors Z 

sought for. 
The construction of the algorithm is such that the last n columns of 

matrix P n +1 form the hypermatrix: 

z 

where X A-1 

that was to be determillf~d. 

4. The use of the algorithm in a concrete numerical example 

Be the matrix to be inverted: 

A~ll 0 0 

IJ 2 -I -2 J -I 0 I 
-2 I 0 

Transform it into a matrix of order 2n = 8; 

C=r I 0 0 I I 0 0 0 -. = r cr 
2 -I -2 0 0 -1 0 0 c* 2 

-1 0 1 0 0 0 -1 0 c~ 
-2 1 0 1 , 0 0 0 -1 l cl 
--------- -------" 

0 0 0 0 0 0 0 0 0* 

0 0 0 0 0 0 0 0 0* 

0 0 0 o I 0 0 0 0 0* 

L 0 0 0 0 0 0 0 0 ...J 0*...J 

Furthermore, let the unit matrix of order 8 be 

Since 
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therefore 

and 

E 
r I. o [1 0 0 1 i-lOO 0] = 

o 
o 
o 
o 
o 
o 

LO.-l 

=rO 0 0 -1 1 0 0 o • 
0 1 0 0 0 0 0 0 
0 0 1 0 ' 0 0 0 0 

0 0 0 1 0 0 0 0 
--_.1 _____ -----

0 0 0 0 J 1 0 0 0 
0 0 0 0 0 1 0 0 
0 0 0 o ; 0 0 1 0 

L 0 0 0 o : 0 0 0 1 .-I 

Since c~ p~ [0-1-2-2 : 2-1 0 0]; 

therefore 

=rO 
o 
o 
o 
o 
o 
o 

L 0 

r 0-1 
P 2 - -1 [0 -1- 2 - 2 i 2 - 1 0 0 I ,= 

o 
o 
0 
0 
0 

0.-1 

0 0 ·-1 . 1 0 0 o • 
0 2 -2 2 -1 0 0 
0 1 0 0 0 0 0 
0 0 1 : 0 0 0 0 
-- ___ 1 _~ - _ - - - - - -

0 0 0 1 0 0 0 

0 0 o ' 0 1 0 0 
0 0 0 0 0 1 0 

0 0 0 0 0 0 1 ...J 
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therefore 

Since 

therefore 
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er P3 = [0 0 1 1; - 1 0 

r ~-I [0 0 1 0; -1 0 1 0] = 

1 
o 
o 
o 
o 

L 0-.-1 
=r 0 0 0 --1 1 0 0 0-1 

0 0 0 0 0 -1 -2 0 
0 0 0 -1 1 0 1 0 
0 0 0 1 0 0 0 0 
- ----- --; -

0 0 0 0 1 0 0 0 
0 0 0 0 0 1 0 0 
0 0 0 0 0 0 1 0 

L 0 0 0 0 0 0 0 1 -.-I 

C!Pl = [0 0 0 1; -2 1 -2 -1] ; c1P'le i = 1 

Pa = PI P4 e4 c 4 P4 

cl' P4 e_l 

= P-l r--1-1 [0 0 0 I! --2 -1 --2 1] 
0 

-1 
1 

0 
0 
0 

L 0-.-1 

r 0 0 0 0 -1 -1 -2 1 -, 
0 0 0 0 0 -1 -2 0 
0 0 0 0 I -1 -1 1 -1 
0 0 0 0 ! 2 1 :2 I 
0 0 0 o : 1 0 0 0 
0 0 0 0 I 0 1 0 0 
0 0 0 0 J 0 0 1 0 

L 0 0 0 0; 0 0 0 1 -.-I 

269 
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So the inverse matrix sought for is the upper right block of order 4, of 

l
-~ 
-1 

2 

1 
1 
1 
1 

Summary 

2 

~~J -2 
1 -1 
2 1 

A method is presented to lead in a finite number of iterations for any given non-singu­
lar n-square matrix to the unknown system of linearly independent column vectors, which, 
together with the linearly independent row vectors of the matrix, form a biorthogonal system. 
The above algorithm applies a well-known property of suitably constructed projector matrices 
the sum of which is the unit matrix. 
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