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Abstract
This work investigates the use of unconventional sensors to 
measure pressure modulation interpreted as pseudo sound in 
the near field on the casing of a fan in a view to detect rotating 
stall. Rotating stall is an aerodynamic issue with a frequency 
signature usually half the rotor frequency. In low speed tur-
bomachines, such as industrial fans, this turns in very low fre-
quencies, even lower than 10 Hz.

Traditional methods use piezoelectric sensors, e.g., pressure 
transducers or microphones, respectively in the near and far-
field, to detect instability from the signal patterns with broad 
frequency ranges. Recently electret microphones have been pro-
posed, but with a cut-off frequency of 20 Hz as such not suitable 
for signal in near infrasound region.

The sensor used in this work, have a narrower frequency 
range than more advanced technologies. The authors devel-
oped and set-up a measurement system able to acquire low fre-
quency pressure signals using dynamic microphones.

In this paper the authors developed a measurement chain 
based on dynamic microphone and pressure transducer in order 
to create a stall warning system. They tested the system on a low 
speed axial fan and they validated the work against state of the 
art acoustic control techniques. For this reason those devices 
represent candidate solutions for the detection of the patterns 
typical of rotating stall in turbomachines.
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1 Introduction
Detection of aerodynamic instabilities, such as rotating stall, 

is still an open issue relevant to the design and operation of 
industrial turbomachines. Rotating stall and its propagation 
mechanisms in axial compressors and fans, widely studied in 
the past decades [1-6], may lead to vibrational issues, fatigue 
and mechanical failure of the rotor blades. Recently continuous 
monitoring systems, was proposed for industrial fans [7-10] to 
allow the early detection of the aerodynamic instabilities, so to 
enable a fast intervention.

The identification of aerodynamic instability phenomena 
and more precisely rotating stall is typically monitored using 
unsteady pressure or velocity measurements in the vicinity of 
the blade tip. Aerodynamic instabilities are detectable hydro-
dynamically in the near field, and acoustically since every tur-
bomachine emits noise due to the high velocity flow passing 
on the rotating blades and on stationary objects in the duct, the 
noise intensity depends on the blades rotating velocity and on 
the position of those objects [2, 3], that means that every flow 
divergence from stability leads to an emitted noise variation.

Nowadays the available technologies for sensing pressure 
instabilities, are based on piezoelectric effect used in high 
frequency response pressure transducers [11], and condenser 
microphones [8, 12].The benefit in using these sensors is their 
high sensitivity in frequency range, spanning from few Hz to 
20kHz. However, in low speed fans, aerodynamic instabilities 
have a frequency signature typically lower than 100Hz, in par-
ticular rotating stall occurs at a frequency that is about half 
of the rotor frequency. Recently, in the attempt to develop a 
low-cost sensing solution, electret-based measurement micro-
phones have been developed, exploiting the large diffusion of 
electret capsules in the multi-media markets. The study were 
limited to far-field analyses [13].

In the present work, the authors propose the use of uncon-
ventional sensors for unsteady pressure (pseudo-sound) meas-
urements based on a commercial dynamic microphone capsule 
and electromagnetic induction working principle. The authors 
compared the signals acquired with two near-field sensors, 
namely the dynamic microphone and piezoresistive pressure 
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transducer. The processing of signals includes a spectral analy-
sis to study the fan behaviour at stall in the frequency domain. 
Furthermore, the authors used the Reconstructed Phase Space 
(RPS) methodology and the correlated evaluation of the Lyapu-
nov exponent to detect the dynamics and non-linearity of meas-
ured pseudo-sound signals, hidden in the time domain analysis.

2 Nomenclature
BPF  Blade Passing Frequency [Hz]
D  Embedding dimension
δk  Euclidean distance
FFT  Fast Fourier Transform
I(T)  Mutual information
K  Kolmogorov entropy
RI  Rotating Instability
RPS  Reconructed Phase Space
RSF  Rotating Stall Frequency
s(n)  Signal acquired or Scalar time series
T  Time delay
y(n)  Vector generating phase space
yk  Reference point in phase space
yNNk  Nearest neighbour to yk

λ1  Lyapunov exponent

3 Experiments
3.1 Fan test rig

The turbomachine used in the experiments is a low speed 
industrial fan for compact cooling units. Table 1 shows the 
specifications for the fan.

A 1.55 kW direct coupled-induction 3-phase motor was 
used to drive the rotor at a nominal speed of 970 rpm at open 
throttle. The blade passing frequency (BPF) for this operation 
was about 100 Hz, and the rotor frequency 16.2 Hz. The test 
rig airway is set according to the type-D configuration ISO 
5801:2007 [14]. The fan was driven to stall by throttling the 
upstream end of the duct, 9 diameters from the fan.

3.2 Instrumentation set-up
The fan rotor casing was instrumented with two inserts, 

mounting a dynamic microphone and a pressure sensor respec-
tively. The dynamic microphone in the near field was mounted 
with a slight recess from the inner wall of the casing since its 
diameter is 30 mm while the sensing area is only 12 mm. The 
arrangement of probes is illustrated in Fig. 1.

The test sampling time interval was 60 seconds with a sam-
ple frequency of 48 kHz, set to the limit of the acquisition 
board. The experimental procedure was designed to throttle the 
upstream end of the duct, starting from a stable work condition 
until reaching the rotating stall with a rate of reduction of 5% of 
throttle per second, during 12 seconds from 0% to 60% of the 
throttle position, during 60 seconds of acquisition.

4 Sensors
4.1 Dynamic microphone

The microphone used in the present study is a commercial 
dynamic microphone. The dynamic microphone operation is 
based on the electromagnetic induction principle. The incom-
ing sound pressure wave displaces a thin diaphragm, wrapped 
with a conductive wire coil surrounded by a magnetic field. 
The output is a voltage signal directly proportional to the sound 

a) b)

Fig. 1 a) position of the sensors, b) the pressure transducer, c) the microphone

c)

Table 1 Fan data

Nominal speed 970 rpm

Tip speed 40.6 m/s

Internal duct diameter 800 mm

Blades count 6

Blades length 200 mm

Tip clearance 5 mm

Blade chord at the tip 125 mm
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pressure wave magnitude. The dynamic response is lower and 
the frequency response is less regular than ribbon or condenser 
microphones. Dynamic microphones are used in harsh working 
conditions and high noise level, due to their resistance. They 
are considered a solution to measure hydrodynamic pressure in 
the near-field of a stating equipment. Table 2 gives the micro-
phone specifications. Figure 2 shows the microphone capsule 
and its design concept.

Table 2 Microphone specifications

Impedance 600Ω ±30%

Sensitivity -72 ±3dB

Frequency response 60 - 14 kHz

Notably the lower limit of the frequency response, is not 
the lower frequency that the microphone is able to detect, 
indeed between the 60-14 kHz the frequency response is a 
flat curve, for lower or higher values the curve is no longer 
flat, and the sound perceived is attenuated.

4.2 Pressure transducer
The pressure transducer used is an integrated silicon pres-

sure sensor on-chip signal conditioned, temperature com-
pensated and calibrated. It is a piezoresistive transducer that 
provides an analog output signal proportional to the measured 
pressure. The pressure range is -2 to 2 kPa and the output is 0.5 
to 4.5 V. Table 3 gives the transducer specifications. Figure 3 
shows the cross sectional diagram of the pressure sensor and 
the differential configuration on the basic chip carrier.

Table 3 Pressure transducer specifications

Typical error with auto zero 2.5%

Maximum error without auto zero 6.25%

Sensitivity 1.0 V/kPa

Time response 1.0 ms

Maximum pressure 75k Pa

Configuration Differential

Operating compensated temperature +10 to +60 °C

Fig. 2 The dynamic microphone

Fig. 3 Pressure sensor and its cross sectional diagram (not to scale)
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The decoupling circuit shown in Fig. 4, has been manufac-
tured to interface the integrated sensor to the A/D input, and 
to comply with the transducer specifications.

4.3 Signal amplification
The signal from the dynamic microphone and the pres-

sure transducer have been amplified using a DIY amplifier 
circuit based on a TDA2003, capable of delivering 4 Wrms at 
4 Ohms. The integrated circuit is thermally and short-circuit 
protected. The amplifier is designed to operate with the spec-
ifications given in Table 4.

Table 4 Signal amplifier specifications

Output ower 7W / 4 Ohm

RMS output power 3.5 W / 4Ohm or 2W/8Ohm

Total harmonic distortion 0.05% (1W / 1kHz)

Frequency response 20Hz - 20 kHz (-3dB)

Input sensitivity 40mV / 150kOhm

Signal/noise ratio 86 dB (A weighted)

Power supply 8 - 18 VDC / 0.5 A

Dimensions 55 x 35 mm (2.2” x 1.4”)

Figure 5 shows the DIY amplifier circuit and its final 
appearance.

5 Measurement set-up and analysis
The visual inspection of the time series s(n) have been car-

ried out using the dynamic microphone and the pressure sensor 
placed in the near field facing the flow near the blade tip. The 
signal acquisition lasted 60 s at a sample rate of 48 kHz.

The acquired signals have been low-pass filtered, with a 
cut-off frequency is 4.8 kHz to highlight the low frequency 
response in the time-series. Figure 6 illustrates the signals 
acquired with the two sensors (Fig. 6a the pressure transducer, 
Fig. 6b the dynamic microphone). In the time interval from 0s 
to 32s the authors identified the stable work condition; from 32 
s to 45 s the incoming flow rate is throttled from 0% to 60%, 
finally from 45 s to 60 s the fan was operating in stalled condi-
tion. The signal acquired with the dynamic microphone shows, 
during the throttling period, a remarkable sensitivity to incep-
tion of instability, that is much higher than for the piezoresis-
tive sensor. As an example the early identification of spike-like 
instability at t*. The instability is followed by an increase of the 
pressure fluctuation [11] as for the development of the embry-
onic rotating stall cell into a full stall at t**. This behaviour is 
visible, in a weaker way, also in the pressure transducer signal.

Fig. 4 Pressure transducer decoupling circuit: a) power supply decoupling and output filtering; b) pressure transducer final layout.

Fig. 5 The amplifier circuit
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The authors applied a spectral analysis and a phase space 
reconstruction analysis on intervals of 1s each, equivalent to 16 
rotor revolutions, within the stable and the stalled operations 
for the sensors.

5.1 Signal processing
Figure 7 describes the methods used for the signal analysis, 

distinguishing between linear and non linear signal processing. 
Both methods have the same purpose, although the techniques 
are very different.

The spectral analysis evaluates the auto-spectrum of the 
measured time signal, s(n) using the Fast Fourier Transform 
(FFT) on 1 s sample segments. The authors inspected the sig-
nals through the auto-spectral analysis to identify the frequency 
bands that reveal the rotating stall occurrence.

The auto-correlation method has been widely used for the 
implementation of stall and stall inception detection systems 
and for stability measures [7, 9, 15, 16].

In the case of a nonlinear source, it is not likely to find any 
simplification from Fourier-transforming the scalar measure-
ments s(n), since the processes that give rise to chaotic behav-
ior are fundamentally multivariate. Recently, Corsini and co-
workers [8, 10, 17] have proposed stall identification based on 
time domain analysis and patterns reconstruction measured by 
“method of delays” first proposed by Takens [18]. Following 
this approach the authors reconstructed the phase portrait of the 
time series s(n) by reestablishing correct space of projections. 
By means of RPS, as proposed by Takens [18], it is possible to 
identify the characteristics related to the dynamic of non-linear 
systems (e.g. stall), otherwise not identifiable through the usual 
inspection traces [18-21]. This reconstruction process allows 
the embedding of a data sequence, taken from the signal s(n), in 
a D-dimensional space (with D the embedding dimension) com-
posed of signal segments shifted of a time lag (or time delay T).

Accordingly RPS of s(n) is given in D dimension by the col-
lection of vectors yN-(D-1)T and reads as:

Fig. 6 The acquired signals in time domain, a) pressure transducer, b) dynamic microphone

Fig. 7 Outline used for the signal analysis.

a)

b)
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where [y1,y2,…, y N-(D-1)T] are vectors generating the set of co-
ordinates in the phase space, [s1, s2,…, sN-(D-1)T] are the single 
information taken from the signal (i.e. the instantaneous pres-
sure values), D is the embedding dimension and T is the time 
delay to account for the non-linearity of the signal.

Notably, to compute T the authors used the First Minimum 
of Average Mutual Information method [18, 21-23], in which 
the average mutual information is kind of generalization to the 
nonlinear world of the correlation function in the linear world. 
This method provides the average amount of information after 
a time lag T, s(n +T), obtained observing the signal s(n):

∀ = +
+
+−T I T P s n s n T P s n s n T

P s n P s n Tn, ( ) ( ( ), ( )) log
( ( ), ( ))

( ( )) ( ( )
1 2

))









∑

here, I(T) is the mutual information, P( (n)) and P( (n + )) are, 
respectively, the probability distribution of s(n) and s(n+T), 
and P( (n), (n + )) is the joint probability distribution. Based on

the mutual information function, then, the time delay T is 
defined as the abscissa of the first minimum of I(T).

Moreover, the embedding dimension D of the RPS was 
identified following the False Nearest Neighbors approach 
[20, 24, 25]. This approach, first, identifies the number of 
“false nearest neighbors” by comparing the magnitude of the 
vectors y(n) in the phase portrait (i.e. points in the space of 
projection that appear to be nearest because of an insufficient 
dimension) and then selects the dimension D as the one which 
results in zero false nearest neighbors. As such, D is the dimen-
sion which unfold the portrait in the phase space.

A possible metric to compare RPS portraits could be 
obtained advocating the invariant analysis, in particular by 
introducing the Lyapunov exponents of the pattern [26-33]. 
Lyapunov exponents are correlated to the entropy of the signal. 
As proposed by Pesin [32], the sum of the positive Lyapunov 
exponents equals the Kolmogorov entropy (K) or mean rate of 
information gain of the time series:

K i i= >∑ λ λ0

When the attractor of the RPS is chaotic, the trajectories 
diverge, on average. The RPS will distort, being stretched and 
contracted. The direction of maximum stretch of the RPS cor-
responds to the most unstable direction, and the largest Lyapu-
nov exponent measures the asymptotic rate of expansion of this 

direction at which nearby orbits diverge. As such the presence 
of a positive exponent is sufficient for diagnosing chaos and 
represents local instability in a particular direction [33].

In this work the Lyapunov exponents were determined 
according to the Rosenstein approach [34], to reconstruct the 
attractor dynamics from a single time series s(n).

δk y k
NN

k
k
NN
y y( ) min0 = −

the Euclidean distance from the kth point in the RPS portrait to 
its neighbours; δk(0) is assumed to diverge approximately at a 
rate given by the largest Lyapunov exponent (λ1):

δ δ λ
k k

i ti e( ) ( ) ( )≈ ⋅∆0 1

where dk(0) is the initial separation.
By taking the logarithm of both sides of Eq. (5), it is possible 

to recast the rate of change of δk(i) as:

ln ( ) ln ( )δ λk ki C i t≈ + ⋅∆1

with i being the discrete-time step.
Eq. (6) represents a set of approximately parallel lines each 

with a slope roughly proportional to λ1. The largest Lyapunov 
exponent is easily and accurately calculated using a least-
squares fit to the “average” line defined as

y i
t

ik( ) ln ( )=
∆
1 δ

where <…> denotes the average over all values of i. This pro-
cess of averaging is the key to calculate accurate values of λ1 
using small, noisy data sets [34].

6 Results
6.1 Spectral analysis

Figure 8 compares the auto-spectra of the signal measured by 
the pressure transducer and the dynamic microphone during the 
stable condition, i.e. between 0 and 30 s. The auto-spectra shows 
a comparable behavior for the frequency range above the first 
harmonic of the BPF, while in the frequency range of the rotat-
ing instability under scrutiny, i.e. which is in the order of the RF 
(rotating frequency), it is evident how the pressure transducer 
features have a higher response than the dynamic microphone.

In this respect, even the peak at RF is not well identified by 
the magnetic induction probe.

Figure 9, then, illustrates and compares the auto-spectra of 
the signals measured by the pressure transducer and micro-
phone in stalled operation.

The major frequency signatures at BPF and RF appeared to be 
well captured by both the probes, which gave back even a small 
slippage of the motor, e.g. 100 Hz to 97 Hz at BPF and 16 Hz to 

(1)

(3)

(4)

(5)

(6)

(7)

(2)
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15 Hz at RF, due to the increased power absorption at stall. Below 
this frequency threshold only the piezoresistive probe is able to 
measure the peak at about 50% of RF that could be linked with 
the presence of a rotating stall. To further support this finding, it is 
worth noting that the rotating stall frequency (or rotating instabil-
ity: RI) could be inferred by the evidence of two side-bands of the 
RF whose with a frequency pitch of 8 Hz, i.e. that corresponds to 
the RSF. To this end, the dynamic microphone unable to sense the 
RSF directly gives the evidence of the rotor frequency as well as 
that of the higher RF side-band at RF+RSF. Concerning the peak 
at 64 Hz it is interpreted as a resonance frequency due to the rotor-
struts interaction, in the stalled condition.

6.2 RPS analysis
Figure 10 shows the RPS derived from the pressure signals 

at stable operating condition acquired with the pressure trans-
ducer (Fig. 10a) and the dynamic microphone (Fig. 10b). The 
RPS are reconstructed using an embedding dimension D = 2, 
while the time lag T is respectively equal to 5 for the pressure 
transducer and 4 for the dynamic microphone.

Figure 11, on the other hand, RPS derived from the pressure 
signals at stall acquired with the pressure transducer (Fig. 11a) 

and the dynamic microphone (Fig. 11b). The RPS are recon-
structed using an embedding dimension D = 2, while the time 
lag T is respectively equal to 7 for the pressure transducer and 
8 for the dynamic microphone.

In contrast with the evidence of the spectral analysis, the 
portrait comparison indicates that both the signals from the 
pressure transducer and the dynamic microphone are able to 
create phase-space patterns which identify sharply the evolu-
tion from stable to stalled operations. The signature of such 
evolution being the diagonal stretching of patterns and, as 
already explained, this circumstance could be correlated with 
the predominance, at stall, of a chaotic behavior with the orbits 
of RPS attractor evolving in a complex shape; whereby some 
directions are contracted and other are stretched.

Comparing Fig. 10 and 11 it is possible to recognize two 
well defined directions of stretching/contraction. In particu-
lar the stretching direction corresponds to the unstable direc-
tion that is proportional to the maximum Lyapunov exponent. 
Unlike the spectral analysis, in the RPS both the sensors show 
almost the same response.

To further support the portrait comparison, Fig. 12 shows 
the evolution in time of the maximum Lyapunov exponent 

Fig. 8 Stable condition spectra

Fig. 9 Stalled condition spectra
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Fig. 10 RPS at stable operations for a) the pressure transducer, and b) the dynamic microphone

Fig. 11 RPS at stalled operations for a) the pressure transducer, and b) the dynamic microphone

relative to the RPS. The Lyapunov exponent was computed 
on data samples starting from a stable operating condition 
towards the aerodynamic instability for the signal acquired 
with the pressure transducer (Fig. 12.a) and dynamic micro-
phone (Fig. 12.b).

The vertical lines identify, respectively, the stable operating 
interval (0-32 s), the throttling transient 0% to 60% (32-45 s), 
and stalled condition (45-60 s).

Both the pressure transducer and the dynamic microphone 
RPS, featured a Lyapunov exponent time evolution able to 
detect the change in operating conditions and, which is of 
higher importance to condition monitoring, the incipience of 
rotating instabilities during the throttling transient with Lya-
punov exponents which increased evidently before the proper 
stall. As already explained, the Lyapunov exponent metric rep-
resents a local instability and the presence of a positive expo-
nent is sufficient for diagnosing chaos. Therefore, the recorded 

time evolutions of Lyapunov exponents infer the chaotic nature 
of pressure signals at stall. Moreover, since the sum of the 
positive Lyapunov exponents, equals the Kolmogorov entropy, 
it is possible to confirm that in stalled operation the system 
increases its entropy.

Table 5 Lyapunov statistics during stable and stalled condition

Sensor Operation Mean Min Max

Pressure transducer
Stable 0.78 -2.17 5.81

Stalled 4.78 -0.61 12.34

Dynamic microphone
Stable 1.97 0.36 4.70

Stalled 4.07 0.46 9.36

Table 5 illustrates the statistics of the Lyapunov exponent 
variation in stable and stalled condition for both the probes.
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Fig. 12 Evolution in time of the Lyapunov exponent a) pressure transducer, and b) dynamic microphone

Once more, the comparison of the data in Table 5 confirms that 
contrarily to the Fourier analysis the dynamic microphone per-
forms in a similar way to the piezoresistive probe the only limit 
being the retarded response in the rise of the Lyapunov exponent.

As demonstrated by the evolution in time (Fig. 12 shows) 
the instability of the Lyapunov exponent begins already in the 
throttling interval. For this reason, to provide additional hints 
on this transient, Fig. 13 and 14 combine the time evolution of 
Lyapunov exponents to the RPS portraits for different instants 

during the throttling interval. Figure 13 and Figure 14 illustrate 
the behaviour of the pressure history measured with the pres-
sure transducers and the dynamic microphone, respectively.

Four time instants during the throttling transient have been 
considered, namely t1 = 32 s, t2 = 35 s, t3 = 36 s, and t4 =44 
s for the pressure traducer (Fig. 13) and t1 = 32 s, t2 = 36 s, 
t3 = 41 s, and t4 =44 s for the dynamic microphone (Fig. 14). 
The RPS portraits have been computed using an embedding 
dimension D = 2, and time lag T in the range 1 to 15.

Fig. 13 Throttling condition for the pressure transducer
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Fig. 14 Throttling condition for the dynamic microphone

The observation of Fig. 13 and 14 permits to detect another 
interesting feature of the chaotic behaviouur of the pressure 
signals during stall incipience which is not detectable by the 
analysis of the Lyapunov exponent analysis.

Remarkably, the patterns feature a periodic stretching and 
folding of the attractor as for the pulsation of the phase-space 
portraits. This information complement the Lyapunov expo-
nent analysis, which only measures the maximum exponent 
corresponding to the stretching direction and neglects the other 
direction. In this respect, both the probing technologies recog-
nize the non-linear dynamic of the pressure signals when stall 
conditions established.

7 Conclusion
From the frequency domain analysis through the Fast Fou-

rier Transform is noticeable that rotating stall occurs at low 
frequencies, lower than 100 Hz; more importantly the rotating 
stall is visible with both the instruments. The clearly visible 
frequency peak at 64 Hz during stalled operations is considered 
to be a resonant frequency due to the rotor-struts interaction. 
The experiment proves that the dynamic microphone is able to 
detect the presence of aerodynamic instabilities at frequencies 
lower than 20 Hz with a 50÷60 % precision. Indeed applying 
the Spectral Analysis on the dynamic microphone signal, it is 
possible to detect a peak at about 15 Hz which is near the value 
16.2 Hz of the rotor frequency.

Rotating stall is a non-linear phenomenon, for this reason it 
is not possible to analyse it with in frequency domain analysis. 
It is necessary to employ methodology ad hoc for non linear 
system analysis as those related to chaotic systems.

Using the RPS method the authors identified the rotating 
stall typical pattern. As in the Spectral Analysis, the method 
response is more chaotic, and the pattern tends to enlarge and 
extend in a determined direction, corresponding to instable 
direction, while approaching the unsteady condition.

This assertion is further confirmed by the Lyapunov spec-
trum that shows the increasing of chaoticness, therefore of the 
entropy of the system, during stalled condition.

Both the used methods have the same purpose and although 
the techniques are very different, they supply the same results 
but with a different rate of noticeability.

Both the pressure transducer and the dynamic microphone 
have detected the presence of the rotating stall phenomenon, 
and the analysis methods used confirmed the validity of the 
used instruments.
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