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Abstract
The present study has used an ANN to predict shell molding 
performances – permeability number and transverse strength- 
of sand moulds employed in hot metal casting. A back propa-
gation ANN is used. This study utilized actual experimental 
data in which input conditions – CaCo3%, MnO3%, Dwell 
time and temperature – had been varied and the correspond-
ing resulting performances were recorded. This data was used 
to both train and validate the ANN with the eventual objec-
tive of identifying optimum input conditions that would deliver 
desirable moulding performance output – the two targeted 
shell molding properties. The investigation used MATLAB 
7.0 while the ANN’s training and validation steps empirically 
varied learning rate, momentum rate, the number of hidden 
layers and the number of hidden neurons in each layer. The 
trained neural network was observed to be capable of predict-
ing the output within 10% error range of their corresponding 
observed values.
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1 Introduction
Shell moulding system is an improved process of sand cast-

ing which gives improved surface finish, better dimensional 
accuracy, good tolerances and higher production rate than is 
obtained by sand mould casting. Artificial Neural Network 
(ANN) is one application of Artificial Intelligence that has 
achieved considerable success in recent years in modeling mul-
tifactor processes and opened a new dimension for optimizing 
complex systems in scientific research and business applica-
tions [1, 2]. In this study an evaluation system for the surface 
defects of casting was established to quantify surface defects, 
and ANN was designed and used to help generalize the rela-
tionship between surface defects, and process parameters of 
die-casting, such as molding temperature, pouring temperature, 
and injection velocity [3, 4]. Metal forming is the important 
manufacturing processes in present day manufacturing which 
is highly dependent on process settings [5, 6]. In earlier appli-
cation the neural network was trained with data collected from 
an actual cast iron foundry operation [7, 8]. After the training 
was over, the set of inputs of new castings that were to be made 
was fed to the network for the network to predict the percent-
age defectives. The actual experimental outputs were found to 
be in good agreement with the predicted values [9, 10]. Back 
propagation (BP) neural networks have been applied to real 
world problems that are too complex to be solved by conven-
tional technologies [11, 12]. BP neural network is a generaliza-
tion of the delta rule used for training multi-layer feed forward 
neural network with nonlinear units [13, 14]. These investiga-
tions were aimed at the selection of the proper kind of a neural 
network for prediction a sand moistness on the bases of certain 
moulding sand properties such as: permeability, compatibility 
and friability [15, 16]. In these studies these parameters – deter-
mined as sand moistness functions - were introduced as initial 
parameters [17, 18]. One of the potential applications of back-
propagation ANN for selection of a Stereo lithography appa-
ratus (SLA) machine [19, 20]. The present study has aimed at 
predicting shell moulding performance using the ANN.
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2 Methodology
An artificial neural network is an information process-

ing system in which the elements called neurons calculate the 
information required and produce signals. The signals are then 
communicated by means of connecting links. The links feature 
associated weight, which is then multiplied by the incoming sig-
nal in a typical neural net. The produced signal is then obtained 
by applying activations to the net input [21, 22]. An artificial 
neuron network is characterized by the following features:

• Architecture (Connection between Neurons)
• Training or Learning (Determining Weights on the 

Connections)
• Activation Function (to minimize errors in modeling)

After establishing the basis of neural nets, one move to the 
practical networks, their applications and how they are trained. 
There are several algorithms available now to construct an arti-
ficial neural network presently we used the back-propagation 
(BP) training algorithm. In the Back-propagation network, ini-
tially the weights are calculated arbitrarily. Accordingly, the 
outputs are also product randomly. However, the outputs so 
calculated are compared with the actual/desired outputs by the 
network and the error is conveyed to the initial layer, this “back 
propagation” process results in correction of the weights.

The Transfer function used within the nodes in this back-prop-
agation network is the ‘sigmoid function’. The network begins 
calculating its output values by passing the weighted inputs to the 
nodes in the first layer. The resulting node outputs of that layer are 
passed on, through an altogether different set of weights, to the 
second layer, and so on until the nodes of the output layer com-
pute the final outputs. In this case, each input parameter (s) and 
output parameter (t) is normalized. After training is over the net-
work simulates the value to be tested. The simulated or assumed 
outputs and actual outputs that are in normalized state are then 
altered back to original values by post processing. Denormalizing 
the predicted values is done by the formula:

Y i( ) = ( ) − x i c e

Y (i) = nth value of normalize output
X (i) = Denormalize output value
c = min. value of actual value
e = difference b/w minimum and maximum values of actual 
value

Figure 1 shows the flow chart of proposed methodology of 
this study. In this study, a BP artificial neural network was used 
to model the parameters of shell moulding. It was found that the 
trained network has very good forecasting ability. Furthermore, 
the trained neural network was later employed as an objective 
function to optimize the processes. The first step was to collect 
the data and normalize that data between 0 – 1 values by coding 
on Matlab 7.0. In this work the total no. of samples used was 
sixteen and out of 16, 10 samples were used for training the 

network and 6 used for testing the network. Applying BPNN 
algorithm in Matlab 7.0 for training and testing data on the 
same network delivered the desired outputs. If there were any 
large errors in outputs, then we changed the parameters, The 
Architecture and The Activation functions.

2.1 Artificial Neural Network (ANN)
This study used a limited number of available physically 

conducted actual mold making experiments. It is well known 
that neural network has been designed to optimize single qual-
ity characteristics, but to consider several quality characteris-
tics together in the selection of process parameters; modified 
neural network technique was used in Matlab 7.0. The data of 
shell moulding was taken from [23, 24]. Their method applied 
the Taguchi for parameter prediction of shell moulding pro-
cess. In this study input parameters were percentage of CaCO3, 
Percentage of MnO2, Dwell time, Temperature (°C) and output 
(performance) parameters were permeability and Transverse 
Strength. Table 1 displays the actual data.

2.2 Training and Testing of Network
In this analysis ANN was used to anticipate two shell 

moulding performances – permeability number and transverse 
strength. Totally, sixteen samples of data were accumulated. 
The first 10 samples were used for training the network and the 
latter 6 samples were reserved solely for testing the accuracy 
and precession of the trained network. In the neural network 
programmed schedule, momentum rate was set as 0.9 and learn-
ing rate as 0.05. The network architecture is then tried and tested 
with incrementing number of hidden neurons, but the one with 
single hidden layer as a comparison gave best results with an 
optimum training time. The programme was implemented using 
mat lab and the network assembled with the error tracking limit 
set at 1000 iterations. After training, the network was tested for 
its accuracy and precession. The input data parameters of the 10 
samples that were not used in training the neural network were 
provided to the trained network and the network was asked to 
analyze the achievable outcomes. Table 1 thus shows the experi-
mentally observed values listed for training and testing.

3 Results and Discussion
The predictions made by the back-propagation neural net-

work are satisfactory in most of the cases. The network was 
trained with least possible error in order to have good predic-
tions over the percentage of defective items produced. This 
particular training requires skill, trial and error approach to 
determine the activation functions and the hidden layer neu-
rons. The network was trained with optimal conditions to give 
closer approach to the results. Figure 2-3 shows the training of 
inputs and the networks stop training after reaching the desired 
goal. Full set of inputs were passed through the neural network 
to compute the performance, each such pass is called an Epoch. 
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Table 1 Process Parameters and Actual mold performance from [25]

Sl.No

INPUT PARAMETERS OUTPUT PARAMETERS

% CaCO3 %MnO2

Dwell Time
(minutes)

Temperature
(oc)

Permeability 
Number

Transverse 
Strength (Kpa)

1. 2 2 1 300 125 150

2. 2 4 2 325 126 170

3. 2 6 3 350 150 200

4. 2 8 4 400 155 210

5. 4 2 2 350 100 350

6. 4 4 1 400 105 380

7. 4 6 4 300 120 420

8. 4 8 3 325 118 400

9. 6 2 3 400 60 390

10. 6 4 4 350 90 400

11. 6 6 1 300 75 205

12. 6 8 2 325 80 350

13. 8 2 4 325 55 275

14. 8 4 3 300 57 260

15. 8 6 2 400 75 250

16. 8 8 1 350 90 135

Fig. 1 Flow chart of Proposed Methodology
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Fig. 2 Validation Performance Chart

After reaching the desired least error, the network is then 
simulated with testing data inputs to calculate the accuracy of 
the neural network model. The output of the neural network 
is found to be in good agreement with the actual testing data 
output. Table 4 shows the Comparison of error b/w Transfer 
Functions. Table 3 displays Simulation results of modeling of 
shell moulding process parameters using Ann on Matlab 7.0. 
There are three different transfer function was used. By this 
process, result can be compared that which transfer function 
will give closer results. After simulation it is found that “log 
sig” transfer function is better. It gives much closer results and 
minimum error. 

Table 2 Predicted Error between parameters of Shell moulding

SI.No Parameters Training error (%) Testing error (%)

1 Permeability no. 5.1 % 4.8 %

2 Transverse strength 4.8 % 17 %

Fig. 3 Regression plot
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Table 3 Simulation results of shell moulding process parameters

SI.
No.

No. of Hidden 
Layers

Transfer
functions

No. of 
Neurons 

Mean Square 
Error

Average Values

Training Testing

Y1 Y2 Y1 Y2

1.

one ‘traingd’

10 0.35 0.1228 0.2616 0.3694 1.0007

20 0.25 0.0494 0.0061 0.1487 0.7821

30 0.22 0.0965 0.0772 0.9452 0.9665

2.

Two ‘traingd’

H1 H2

10 10 0.18 0.1911 0.0190 0.5625 0.6276

10 20 0.12 0.1347 0.2477 0.7654 1.5603

10 30 0.11 0.0897 0.9422 0.5196 0.9924

3.  

Two ‘purelin’

H1 H2

10 10 0.003 0.0179 0.1332 0.0989 1.7167

10 20 0.002 0.0269 0.0211 0.2008 1.3635

10 30 0.001 0.0657 0.2404 0.3459 1.3055

4.

Two ‘tansig’

H1 H2

10 10 0.1 0.1878 0.0917 0.6092 0.8735

10 20 0.08 0.0448 0.1666 0.0085 0.8306

10 30 0.001 0 0 0.7003 0.9551

5.

Two ‘logsig’

H1 H2

10 10 0.01 0.1293 0.1546 0.1707 0.3716

10 20 0.001 0.0338 0.0148 0.1969 0.5631

10 30 0.003 0.0379 0.1893 0.4064 0.2887

Table 4 Comparison of Error between Transfer Functions

SI.No Parameters
Transfer Function

‘purelin’ ‘tansig’ ‘logsig’

Training Error 
(%)

Testing Error 
(%)

Training Error 
(%)

Testing Error 
(%)

Training Error 
(%)

Testing Error 
(%)

1
Permeability
No.

5% 18% 3.9% 4.9% 3.9% 5.5%

2
Transverse 
strength

11% 1.6% 11% 9.3% 5.7% 9.5%

4 Conclusion
Artificial Neural Networks seem to be a very interesting IT 

tool to support sand preparation control processes employed 
in shell moulding. A great deal of investigation is generally 
required to find best selection of Shell Moulding parameters. 
In this study, the Back Propagation Neural Network is applied 
for prediction of sand properties for shell moulding process. 
Table 4 shows the comparison of error between various trans-
fers functions, transfer function are ‘purelin’, ‘tan sig’, ‘log 
sig’. Mean square error of training and testing data both are 
presented in this table. So, among these transfer functions

‘log sig’ gives the minimum error as compare to purelin and tan 
sigmoid. Training error for permeability no. is 3.9 % and trans-
verse strength is 5.7 % and similarly error which comes from 
testing process, is 5.5 % and 9.5 % respectively. So, we can 
observe that in this case error comes under 10 %. But in case of 
‘purelin’ training error is 5% and 11% respectively and testing 
error is 18 % and 1.6 % respectively. Here error is more than 
10 %. And similarly, in the case of ‘tan sig’ it also gives error 
more that 10%. Finally conclusion is that ‘log sigmoid’ transfer 
function is best as compare to pure linear and tan sigmoid.
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