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1 Introduction

Quantitative models for inventory systems with product recovery management provide an actual generalization of classical EOQ models. The classical EOQ model analyzes one product inventory systems. The difficulty of recovery system is that manufactured (purchased) items must be handled simultaneously in a manufacturing-remanufacturing cycle. A number of authors have proposed such models, like Schrady [4], Nahmias and Rivera [2], and Richter [3]. Our paper deals with one of these proposals, we investigate the model of Teunter [5].

The goal of the paper is to reconsider the Teunter’s model. First, the explicit model will be discussed and a way of solution is offered for this model, because the author has neglected to describe the explicit model for a general inventory holding policy, i.e. with explicit manufacturing and remanufacturing batch numbers. The model is solved in two ways. In the first method we eliminate the batch numbers, in order to calculate the manufacturing and remanufacturing. The second method offers to eliminate the lot sizes, and then to determine the batch numbers. This way leads to a meta-model offered by Richter [3], and analyzed mathematically by Dobos and Richter [1]. This model makes it easier to calculate the optimal reuse rate of the model.

The paper organizes, as follows. In the second section the model is shown and the cost function of the problem is constructed. Section three presents the possible ways to solve the problem, and shows the integer solution of the model. The next part deals with the determination of the optimal reuse rate, and last we sumatize the results of the paper.

2 The model and the cost function

Teunter [5] has investigated in his model the following activities:

- remanufacturing,
- disposal and
- manufacturing.
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Let a cycle be defined, as the above-mentioned schedule of activities with fixed batch sizes for manufacturing and remanufacturing. In a planning period there is only one cycle. (This can be proved very easily by grouping the remanufacturing and manufacturing lots.)

The goal of the decision maker is to minimize the relevant costs for manufacturing and remanufacturing. There are EOQ-oriented setup and holding costs for remanufacturing and manufacturing, and linear production and remanufacturing costs, linear disposal cost and holding cost for non-serviceable items.

The notations of the model are the following:

System parameters:
- \( r \) return rate \((0 \leq r \leq 1)\),
- \( \lambda \) rate of demand.

Cost parameters:
- \( K_m \) setup cost for manufacturing,
- \( K_r \) setup cost for remanufacturing,
- \( h_m \) holding cost for manufactured items,
- \( h_r \) holding cost for remanufactured items,
- \( h_n \) holding cost for non-serviceable items,
- \( c_m \) manufacturing cost,
- \( c_r \) remanufacturing cost,
- \( c_d \) cost for disposing one non-serviceable item.

Decision variables:
- \( Q_m \) batch size for manufacturing,
- \( Q_r \) batch size for remanufacturing,
- \( M \) number of manufacturing batches, positive integer,
- \( R \) number of remanufacturing batches, positive integer,
- \( T \) length of the product recovery cycle,
- \( u \) reuse rate \((0 \leq u \leq r)\).

We assume that all parameters and the decisions variables are nonnegative numbers. We will describe the mathematical model with some application.

First we examine stock-flow balance of serviceable and recoverable stocks. Eq. (1) shows that the sum of manufactured and remanufactured products must cover the demand in a cycle. Eq. (2) is the relation between the returned products and the use of these products for remanufacturing and disposal. The material flow of the model is shown in Fig. 1.

\[
MQ_m + RQ_r = \lambda T \tag{1}
\]

\[
RQ_r + (r - u)\lambda T = rT \tag{2}
\]

From the linear systems (1) and (2) we can write two separate equations for the manufacturing and remanufacturing batches:

\[
MQ_m = (1 - u)\lambda T \tag{3}
\]

and

\[
RQ_r = u\lambda T \tag{4}
\]

If the reuse rate is equal to zero, i.e. \( u = 0 \), then the remanufacturing lot size is zero, i.e. \( Q_r = 0 \) in relation (4). It means that all returned parts are disposed, there is no reuse in system and the management problem turns into a simple inventory problem. Another interesting case is, if the return rate is equal to reuse rate \( (u = r) \). This case shows an example, when all returned parts are reused and there is no disposal activity. Identity (3) and (4) will be useful to create our cost function.

Now we construct the total cost function. We do it in two steps. In the first step we investigate the inventory holding cost function \( H(Q_m, Q_r, T, M, R, u) \) for serviceable and non-serviceable parts. In the second step we describe the linear costs \( L(Q_m, Q_r, T, M, R, u) \) of manufacturing, remanufacturing, and disposal.

Let us now calculate the inventory holding costs \( H(Q_m, Q_r, T, M, R, u) \). The inventory holding policy is shown in Fig. 2. This inventory holding policy presents a manufacturing/remanufacturing strategy, i.e. a cycle. A manufacturing/remanufacturing cycle is an order of these activities. In Fig. 2 we have shown a cycle beginning with given remanufacturing batches and then followed with given manufacturing batches. As in the classical EOQ model, these fixed cycles are repeated infinitely. Of course, we can change the order of the activities, i.e. a cycle can begin with manufacturing and followed with remanufacturing, but this order does not change the inventory holding costs. This policy is a predetermined policy and we look for the optimal parameters \( (Q_m, Q_r, T, M, R, u) \) of this strategy. Let us assume that the inventory level functions for a known strategy are function \( I'(t) \) for serviceable stock and function \( I'(t) \) for recoverable stock, \( 0 \leq t \leq T \). The inventory holding costs are the area below these functions, i.e.

\[
H(Q_m, Q_r, T, M, R, u) =
\]

\[
\int_0^{Tu} I'(t)dt + \int_{Tu}^T I'(t)dt + \int_0^T I'(t)dt.
\]

Now we use the property of the inventory policy that the sum of serviceable and recoverable products is a monotone decreasing, linear and continuous function of time in the remanufacturing cycle. So the inventory cycle can be divided into two subcycles.

1. The demand is satisfied from remanufacturing, and the recoverable stock is positive. The length of this interval is equal to \( Tu = \frac{Q_r}{\lambda} \).
2. The demand is satisfied from the last remanufacturing batch and from manufacturing, and the stock level of recoverable items is monotone nondecreasing. A remanufacturing batch is used in an interval length of \( \frac{Q_r}{\lambda} \). The length of this subcycle is \( T (1 - u) + \frac{Q_r}{\lambda} \).

So the inventory holding cost function can be expressed with
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factured products, which consists of \( M \) batches \( h_m \int_0^T \lambda \, dt = M h_m \frac{Q^2}{2 \lambda} \). The computation of the fourth integral is a little bit complicated. We have pointed out that the sum of the inventory levels \( I'(t) + I'(t) \) is a monotone decreasing linear function. The tangent of this linear function is \((1-r) \lambda\). In point of time \( T u - \frac{Q_r}{r} \) this function has a value of \( Q_r \). With this assumption the value of the integral is \( h_n \int_0^T \frac{1}{2} \left( T u - \frac{Q_r}{r} \right) \left( T u - \frac{Q_r}{r} \right) \). The fifth, last integral is \( h_n \int_0^T I'(t) \, dt = h_n r^2 \left( \frac{1-r^2}{2} T u + \frac{Q_r}{r} \right)^2 \).

Summing up the integrals and with elementary calculations, we have the following expression for the inventory holding cost function is

\[
\begin{align*}
H(Q_m, Q_r, T, M, R, u) &= \frac{Rh_r Q_r^2}{2 \lambda} + M h_m \frac{Q_r^2}{2 \lambda} + h_n \frac{Q_r^2}{2 \lambda} \left[ R^2 \frac{1-r}{r} + R \right].
\end{align*}
\]

In this expression we have applied from Eq. (4) that \( T u = \frac{Q_r}{Q_r} \).

The linear costs of manufacturing, remanufacturing, and disposal can be calculated very easily:

\[
L(Q_m, Q_r, T, M, R, u) = c_m M Q_m + c_r R Q_r + c_d \lambda T (r-u) = T \lambda \left[ u (c_r - c_m - c_d) + (c_m + c_d r) \right].
\]

Now we can formulate the average cost function \( C_o(Q_m, Q_r, T, M, R, u) \) summing up the total inventory holding costs (setup and inventory holding costs) and the linear manufacturing, remanufacturing, and disposal cost, and divided with the length of the cycle:

\[
\begin{align*}
C_o(Q_m, Q_r, T, M, R, u) &= \frac{R K_r + Rh_r Q_r^2 + M K_m + M h_m \frac{Q_r^2}{2 \lambda} + h_n \frac{Q_r^2}{2 \lambda}}{T} \left[ R^2 \frac{1-r}{r} + R \right] + u \lambda \left( c_r - c_m - c_d \right) + \lambda \left( c_m + c_d r \right).
\end{align*}
\]

This way we have constructed a non-linear integer mathematical programming problem:

\[
\begin{align*}
\text{min}
\end{align*}
\]

\[
\begin{align*}
C_o(Q_m, Q_r, T, M, R, u)
\end{align*}
\]

such that

\[
\begin{align*}
M Q_m &= (1-u) \lambda T, \\
R Q_r &= u \lambda T, \\
0 &\leq u \leq \lambda T, \\
Q_m &\geq 0, Q_r &\geq 0, T &> 0, M, R \text{ positive integers}
\end{align*}
\]

The problem (P) consists of two subproblems. The first problem is to determine the optimal inventory related decision variables \( (Q_m, Q_r, T, M, R) \), and the second problem is to calculate the optimal reuse rate \( u \). Of course, we can change the order of the manipulation beginning with the optimal reuse rate. For the sake of simplicity we have decided to determine first the inventory related variables. In the next section we will solve the problem for the relevant variables.

### 3 Determination of the optimal inventory related decision variables

In this section we solve problem (P) in two different way. The difference is the order of eliminating the continuous variables from the cost function using Eqs. (3) and (4). The first method offers to eliminate the integer variables \( R \) and \( M \), in order to express the manufacturing and remanufacturing lot sizes. Second method suggests elimination of the lot sizes, in order to investigate an integer programming problem. The reuse rate \( u \) is parameter in these problems. Let us follow this two ways.

#### 3.1 Elimination of batch numbers \( R \) and \( M \)

In this case the author will express the cost function in dependence on the lot sizes \( Q_m \) and \( Q_r \), so he must substitute the number of batches in the goal function, i.e. \( M = \frac{(1-u)\lambda T}{Q_m} \), and \( R = \frac{u T}{Q_r} \), which are not smaller than one. With the help of this substitution we can reformulate the problem (P) into the problem \( (P^T) \) as

\[
\begin{align*}
\text{min}
\end{align*}
\]

\[
\begin{align*}
u \left( \frac{i K_r}{Q_r} + \frac{h_r + h_n}{r} Q_r \right) + (1-u) \left( \frac{i K_m}{Q_m} + \frac{h_m}{2} Q_m \right) + \frac{h_n}{2} u^2 \lambda T \left( \frac{1}{2} - 1 \right) + u \lambda \left( c_r - c_m - c_d \right) + \lambda \left( c_m + c_d \lambda \right) \to \min
\end{align*}
\]

such that

\[
\begin{align*}
\frac{(1-u)\lambda T}{Q_m} \geq 1, \\
\frac{u T}{Q_r} \geq 1, \\
Q_m &\geq 0, Q_r &\geq 0, T &> 0.
\end{align*}
\]

This new cost function is linear in the length of the cycle, and for this length there is a lower bound. It means that, \( T = \frac{Q_m}{(1-u)\lambda} \), and/or \( T = \frac{Q_r}{(1-u)\lambda} \). If the first inequality is equation, i.e. \( R^o = 1 \), then the cost function is

\[
\begin{align*}
&u \left( \frac{i K_r}{Q_r} + \frac{h_r + h_n}{r} Q_r \right) + (1-u) \\
&\left( \frac{i K_m}{Q_m} + \frac{h_m}{2} Q_m \right) + \\
&+u \lambda \left( c_r - c_m - c_d \right) + \lambda \left( c_m + c_d \lambda \right)
\end{align*}
\]

The optimal lot sizes are in this case \( Q^o_r = \sqrt{\frac{2 i K_r}{h_r + h_n}} \), and \( Q^o_m = \sqrt{\frac{2 i K_m}{h_m}} \). From these equalities it follows that \( \frac{(1-u)\lambda T}{Q_m} \geq \frac{u T}{Q_r} = 1 \), i.e. \( (1-u)Q^o_r \geq u Q^o_m \). This assumption is held after substitution the optimal lot sizes in the inequality, if

\[
0 \leq u \leq \min \left\{ \sqrt{K_r h_m} \left( \frac{1}{K_r h_m} + \frac{1}{K_m \left( h_r + \frac{1}{r} h_n \right)} \right) : r \right\}.
\]

The cost function is now after substitution the lot sizes in the cost function

\[
u \sqrt{2 \lambda K_r \left( h_r + \frac{1}{r} h_n \right)} + (1-u) \sqrt{2 \lambda K_m h_m} +
\]
The optimal continuous solution for the inventory cost function is optimal lot sizes: Richter [3], as well. We will see that this case is investigated in the model suggested by Richter [3], and which will be presented in this section. To answer these questions we must generalize the model formulated necessary conditions, when to use these models in practice. These two cost functions and lot sizes for manufacturing and remanufacturing are equal to one. The question is how to solve the model on this interval of the reuse rate. To answer these questions we must generalize the offered model with the case, when both numbers of batches for manufacturing and remanufacturing are equal to one. We will see that this case is investigated in the model suggested by Richter [3], as well.

The not investigated case is $M^o = R^o = 1$. For this case $T = \frac{Q_o}{(1-u)} = \frac{Q_r}{u}$, and $uT = \frac{(1-u)T}{Q_o} = \frac{T}{Q_r} = \frac{u}{1-u} Q_m$ in the cost function. Then we have

$$
(1-u) \left[ \frac{2\lambda(K_r+K_m)}{Q_m} \right] + \frac{1}{1-u} \left[ \frac{\lambda}{r} \left( h + \frac{1}{2}h_n \right) u^2 + h_m (1-u)^2 \right] Q_m + 
+ u \lambda \left( c_r - c_m - c_d \right) + \lambda \left( c_m + c_d r \right)
$$

The optimal lot sizes are for this third case $Q^o_m = \left( \frac{2\lambda(K_r+K_m)}{h + \frac{1}{2}h_n} u^2 + h_m (1-u)^2 \right)^{\frac{1}{2}}$. This type of model is valid, if

$$
\frac{\sqrt{Kr h_m}}{\sqrt{Kr h_m} + \sqrt{K_m (h_r + h_n) - Kr h_n \left( \frac{1}{r} - 1 \right)}} \leq u \leq \frac{\sqrt{Kr h_m} + \sqrt{K_m (h_r + h_n) - Kr h_n \left( \frac{1}{r} - 1 \right)}}{\sqrt{Kr h_m}}.
$$

The modified cost function is

$$
\frac{2\lambda(K_r + K_m)}{(h_r + \frac{1}{r}h_n) u^2 + h_m (1-u)^2} + u \lambda (c_r - c_m - c_d) + \lambda (c_m + c_d r),
$$

and the optimal length of a cycle is

$$
T^o = \frac{2}{\sqrt{\lambda \left[ \left( h_r + \frac{1}{r}h_n \right) u^2 + h_m (1-u)^2 \right]}}.
$$

The optimal continuous solution of this method for lot sizes, number of batches and cycle time is in dependence on the reuse rate $u$.

**Theorem 1** The optimal continuous solution for the inventory related costs and cost function are

1. If $0 \leq u \leq \min \left\{ \frac{\sqrt{Kr h_m}}{\sqrt{Kr h_m} + \sqrt{K_m (h_r + \frac{1}{2}h_n)}}; \frac{\sqrt{K_m h_r}}{\sqrt{K_m h_r} + \sqrt{K_r (h_r + h_n) - K_r h_n \left( \frac{1}{r} - 1 \right)}} \right\}$, then

$$
Q^o_m = \frac{2\lambda K_r}{h_r + \frac{1}{r}h_n}, \quad Q^o_r = \frac{2\lambda K_m}{h_m}, \quad T^o = \frac{1}{u} \frac{2}{\sqrt{h_r + \frac{1}{r}h_n}},
$$

$R(u) = 1$, $M(u) = \frac{1-u}{u} \frac{\sqrt{K_m h_r}}{\sqrt{K_m (h_r + h_n) + K_m h_n \left( \frac{1}{r} - 1 \right)}}$, $C^T(u) = u \frac{2\lambda K_r}{h_r + \frac{1}{r}h_n} + (1-u) \frac{2\lambda K_m}{h_m} + u \lambda (c_r - c_m - c_d) + \lambda (c_m + c_d r)$.
If \[ \frac{\sqrt{K_r h_m}}{\sqrt{K_r h_m + K_m (h_r + h_n \frac{1}{T})}} \leq u \leq \frac{\sqrt{K_r h_m + K_m (h_r + h_n \frac{1}{T})}}{\sqrt{K_r h_m + K_m (h_r + h_n \frac{1}{T})}}, \]
then,
\[ Q_m^o = (1 - u) \sqrt{\frac{2\lambda (K_r + K_m)}{\left(\frac{1}{r} - 1\right) h_n}}, \]
\[ Q_r^o = u \sqrt{\frac{2\lambda (K_r + K_m)}{h_r + h_n}}, \]
\[ T^o = \frac{2\lambda (K_r + K_m)}{\sqrt{h_r + h_n}}, \]
and the lack of items to manufacture.

This solution method does not give algorithm to determine the integer batch numbers for manufacturing and remanufacturing.

Let us now analyze the optimal solution in dependence of the reuse rate \( r \) and return rate \( r \). The possible sets of parameters of the three cases are examined parametrically. Let us define the following two functions:
\[ u_1 (r) = \frac{\sqrt{K_r h_m}}{\sqrt{K_r h_m + K_m (h_r + h_n \frac{1}{T})}}, \]
and
\[ u_2 (r) = \frac{\sqrt{K_r h_m + K_m (h_r + h_n \frac{1}{T})}}{\sqrt{K_r h_m + K_m (h_r + h_n \frac{1}{T})}}. \]

It is easy to see that function \( u_1 (r) \) is smaller than function \( u_2 (r) \), but \( u_1 (1) = u_2 (1) \).

If we draw these two functions, then we get Fig. 3.

Fig. 3 shows points \( r_1 \) and \( r_2 \). These two points are the switching points between the solution regions. If the known return rate \( r \) is smaller than value \( r_1 \), then only case (1) of theorem 1 occurs in the solution of the problem (\( P^T \)). If reuse rate \( r \) is between \( r_1 \) and \( r_2 \), then cases 1 and 2 occur only. If reuse rate \( u \) is greater than \( r_2 \), then all three cases are in the optimal solution. The cost function \( C^T (u) \) is continuous at points \( r_1 \) and \( r_2 \). The dotted vertical line of Fig. 3 shows a general case, when all three cases occur in the solution for \( u \).

The continuous solution of problem (\( P^T \)) is known with these last expressions. The question is now, how to determine the integer batch numbers for manufacturing and remanufacturing. This solution method does not give algorithm to determine the integer solution for problem (\( P^T \)).

3.2 Elimination of lot sizes \( Q \) and \( Q_m \)

We can follow another way to solve the problem. Let us substitute the manufacturing and remanufacturing lot sizes \( Q_m = \frac{(1 - \mu)\lambda T}{M} \) and \( Q_r = \frac{\lambda T}{R} \) in the cost function from Eqs. 3 and 4. After substitution the problem has the next form:

\[
\begin{align*}
R K_r h_m + M K_m + M \lambda T \left[ \frac{h_r + h_n}{T} h_n^2 \lambda + \frac{1}{T} (1 - u)^2 \lambda + \frac{h_n^2}{T} \lambda \left( \frac{1}{r} - 1 \right) \right] \\
+ \lambda (c_r - c_m - c_d) + \lambda (c_m + c_d r) \rightarrow \min
\end{align*}
\]

such that
\[ T > 0, \]
\[ M, R \text{ positive integers}. \]

The cost function is now convex in the length of the cycle, so the optimal length can be calculated as follows:

\[ T^o (M, R, u) = \]

---
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The continuous optimal solution for minimizing the function $C_I(R,M,u)$ for $R$ and $M$ is

(i) $u \leq \min \left\{ \sqrt{K_r h_m}; R \right\}$

\[ R(u) = I, \quad M(u) = \frac{1 - u}{u} \sqrt{K_m (h_r + h_n) \frac{1}{r}}. \]

(ii) $u \lambda (c_r - c_m - c_d) + \lambda (c_m + c_d r)$,

\[ C^2 (u) = u \frac{2 \lambda K_r (h_r + \frac{1}{r} h_n)}{\sqrt{K_r h_m + \sqrt{K_m (h_r + h_n) \frac{1}{r}}}} \leq u \leq \frac{\sqrt{K_r h_m} + \sqrt{K_m (h_r + h_n) \frac{1}{r}}}{\sqrt{K_r h_m} + \sqrt{K_m (h_r + h_n) \frac{1}{r}}} \]

(iii) $u \lambda (c_r - c_m - c_d) + \lambda (c_m + c_d r)$,

\[ R(u) = I, \quad M(u) = I, \]

\[ C^T (u) = u \sqrt{2 \lambda K_r (h_r + h_n) + \frac{2 \lambda K_m (1 - u)^2 h_m + u^2 \left( \frac{1}{r} - 1 \right) h_n}{\sqrt{K_r h_m + \sqrt{K_m (h_r + h_n) \frac{1}{r}}}}}. \]

As we see, the optimal continuous solutions are the same as before. But this formulation of the problem makes it possible to investigate the integer solution of the model \([1]\), as it is made in paper Dobos and Richter \([1]\).

In the next section we outline the integer solution of model \([1]\).

### 3.3 Integer solution of model \([1]\)

The optimal continuous solution of problem (P) is on the border of the possible sets of $(R(u), M((u)$), i.e. at least one of the batch is equal to one. The question is whether the optimal integer solution is on the border, or there is optimal integer solution inside of the possible set, i.e. both of the batch numbers are strictly greater than one. To answer the question, we first determine the integer solution on the border of the possible set.

**Theorem 2** (Dobos and Richter \([1]\))

The integer optimal solution for minimizing the function $C_I(R,M,u)$ for $R$ and $M$ is

\[ 1 \leq u \leq \frac{\sqrt{K_r h_m} + \sqrt{K_m (h_r + h_n) \frac{1}{r}}}{\sqrt{K_r h_m} + \sqrt{K_m (h_r + h_n) \frac{1}{r}}}; \]

\[ R^E(u) = I, \]

\[ M^E(u) = \left\lfloor \frac{1 - u}{u} \right\rfloor \frac{K_r h_m}{K_m (h_r + h_n) + K_n h_n \frac{1}{r}} + \frac{1}{4} \right\rfloor + \frac{1}{2}. \]
The optimal continuous solution for this problem is:

\[
R^c(u) = 1, M^c(u) = 1.
\]

In the next section we show some example to demonstrate the results of the theorem.

It can be proven that the inventory related cost difference between the a border solution \((R^c(u), M^c(u))\) and an optimal solution inside of the possible set is not higher than that of 2.1 percent (Dobos and Richter [1]). The optimal integer solution can be calculated, as

\[
Q_m(M^c(u), R^c(u), u) = \frac{(1-u)\lambda}{M}
\]

\[
\frac{R^c(u)K_r + M^c(u)K_m}{\sqrt{\frac{2(K_r+K_m) + \frac{K_m}{2}(1-u)^2}{M^c(u)} + \frac{K_m}{2}u^2\lambda (\frac{1}{2} - 1)}}
\]

and

\[
Q_r(M^c(u), R^c(u), u) = \frac{u\lambda}{R}
\]

\[
\frac{R^c(u)K_r + M^c(u)K_m}{\sqrt{\frac{2(K_r+K_m) + \frac{K_m}{2}(1-u)^2}{M^c(u)} + \frac{K_m}{2}u^2\lambda (\frac{1}{2} - 1)}}
\]

3.4 Numerical examples

Example 1.

Let the parameters be in the next example:

\[
\lambda = 1.000 \text{ piece/year}, \ r = 0.9, \ u = 0.5, \ K_m = 750, \ K_r = 100, \ h_m = 200, \ h_r = 50, \ h_n = 20, \ c_m = 20, \ c_r = 15, \ c_d = 35.
\]

In this example the remanufacturing firm sells the disposed items. The optimal continuous solution for this problem is:

\[
R^c = 1.611, \ M^c = 1, \ Q^c = 184.113, \ Q^o = 114.285, \ T^o = 0.368 \text{ year}.
\]

The inventory holding costs are 10,579.1. The linear costs are -8,500. The total costs are 2,079.1.

The optimal integer solution is:

\[
R^o = 2, \ M^o = 1, \ Q^o = 204.896, \ Q^m = 102.448, \ T^o = 0.41 \text{ year}.
\]

The inventory holding costs are 10,615.1. The linear costs are -8,500. The total costs are 2,115.1.

The inventory related costs of the integer solution are 0.3 percent higher than that of costs of continuous solution.

Example 2.

Let the parameters be in the following example:

\[
\lambda = 1.000 \text{ piece/year}, \ r = 0.9, \ u = 0.48, \ K_m = 750, \ K_r = 100, \ h_m = 200, \ h_r = 50, \ h_n = 20, \ c_m = 20, \ c_r = 15, \ c_d = 35.
\]

The difference of these two examples are that the reuse rate is lower in the following problem. In this example the remanufacturing firm sells the disposed items. The optimal continuous solution for this problem is:

\[
R^c = 1.489, \ M^c = 1, \ Q^c = 176.573, \ Q^m = 128.467, \ T^o = 0.368 \text{ year}.
\]

The inventory holding costs are 10,845.2. The linear costs are -10,700. The total costs are 145.2.

The optimal integer solution is:

\[
R^o = 3, \ M^o = 2, \ Q^o = 174.747, \ Q^m = 126.206, \ T^o = 0.728 \text{ year}.
\]

The inventory holding costs are 10,887.6. The linear costs are -10,700. The total costs are 187.6.

The inventory related costs of the integer solution are 0.4 percent higher than that of costs of continuous solution.

The solution of the border line is:

\[
R^c = 2, \ M^c = 1, \ Q^c = 204.441, \ Q^m = 110.739, \ T^o = 0.426 \text{ year}.
\]

The inventory holding costs are 10,910.8. The linear costs are -10,700. The total costs are 210.8. The optimal integer solution for the total costs are 12.4 percent higher than that of the integer solution on the border line. The isocont line of the optimal solution is shown on Fig. 4.

4 Calculation of the optimal reuse rate \(u\)

We determine the optimal reuse rate from the continuous cost function:

\[
C^c(u) = \frac{\sqrt{2\lambda(K_r + h_r)} + (1 - u)\sqrt{2\lambda K_m h_m} + u\lambda (c_r - c_m - c_d) + \lambda (c_m + c_d) r}{(1 - u)\sqrt{2\lambda K_m h_m} + u\lambda (c_r - c_m - c_d) + \lambda (c_m + c_d) r}.
\]

In this model we have assumed, that \(r_2 \leq r\). (If return rate \(r\) not greater than \(r_2\), then we have one or two interval to look for the optimal reuse rate.) It means that we have three types batch numbers. We have seen that function \(C^c(u)\) is continuous and continuously differentiable on interval \(0 \leq u \leq r\). It is obvious
that the cost function is linear on the first interval and convex for all possible reuse rates.

Let us assume that the setup cost of manufacturing is higher than that of remanufacturing, i.e. $K_m > K_r$. A second assumption is that $h_m > h_r + h_n$, i.e. the holding costs of newly manufactured item are higher than that of sum of holding costs of remanufactured and non-serviceable items. This assumption makes the remanufacturing process cost efficient. And last $c_m + c_d > c_r$, i.e. the sum of manufacturing and disposal costs are higher than that of remanufacturing costs, if the disposal cost is positive. The disposal cost coefficient can be negative, as well. If this coefficient is negative, then it can be sold on a second market of used products. With these assumption we can characterize the optimal reuse rate.

**Lemma 4** If the disposal costs of returned, non-serviceable items are positive, i.e. $c_d > 0$, then the optimal reuse rate is equal to the return rate: $u^o = r$.

The proof of the lemma is very simple. The function $C^R(u)$ is continuous and convex, so it is enough to examine the function in point $r$. If this function is decreasing in point $r$, then the cost function $C^R(u)$ is decreasing for all possible reuse rate $u$. The next inequality holds for all possible reuse rate $u$:

$$u \sqrt{2K_r (h_r + h_n)} + u \lambda < \sqrt{2K_m \left[ (1-u)^2 h_m + u^2 \left( \frac{1}{r} - 1 \right) h_n \right]} + u \lambda (c_m + c_d).$$

With this property we have finished our investigation of the problem.

**5 Conclusion**

In this paper we have resolved a product recovery problem with average inventory related costs. We have shown to methods to determine the optimal decision variables. We have presented a meta-model to calculate the optimal integer manufacturing and remanufacturing batch numbers. It was shown that the optimal number of both manufacturing and remanufacturing sizes can be strictly greater than one, for some cost parameter structure. The solution of the model considers exclusively such cases when both batch numbers are greater than zero, but not integer.

The managerial implication of the model is that the number of manufacturing and remanufacturing batches depend on the collection and reuse rate. If the collection rate is high, then it is economical to satisfy the demand from remanufacturing and the required items to manufacture. And in other case, if the collection rate is low, then the important activity is the manufacturing. An other implication of the model is that all returned, used products are free resources of the firm, so it is recommended to reuse all collected and returned items. The model can be used in the managerial praxis in case of relatively constant demand and return rates. In this case the lot sizes for manufacturing and remanufacturing are a good estimation of the managerial batches.
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Appendix

The following auxiliary function $S(m, n)$ can be derived from the cost function $C_I(M, R, u)$

$$S(m, n) = A \frac{m}{n} + B \frac{n}{m} + Cm + Dn + E.$$  

This function convex in $m$ and in $n$, strictly quasiconvex in $(m, n)$, because of the positivity of the coefficients.

The fractional program of minimizing the function (1) for arbitrary real inputs,

$$S(m, n) \rightarrow \min, \quad (m, n) \in S_G = \{(m, n): m, n \in \{1, 2, \ldots\}\},$$

i. e. the problem of finding an optimal $(m, n)$ is discussed below. The program will be shortly called "integer problem".

The relaxed fractional program

$$S(m, n) \rightarrow \min, \quad (m, n) \in S = \{(m, n): (m, n) \geq 1\}$$

has been studied in paper [1]. It will be called the "continuous problem". First some properties will be presented here.

Theorem 5 There are three cases of optimal continuous solutions $(m, n)$ and minimum cost expressions $S^*$ for the function (5) on $S$:

1. $B \geq A + C$
   \( (m^*, n^*) = (\sqrt[3]{b \over d + c}, 1) \).
   \( S^* = 2 \sqrt{b(a + c) + d + e} \).

2. $A - D \leq B \leq A + C$
   \( (m^*n^*) = (1, 1) \),
   \( S^* = A + B + C + D + E \).

3. $B \leq A - C (m^*, n^*) = (1, \sqrt[3]{a \over b + d})$,
   \( S^* = 2 \sqrt{a(b + d)} + c + e \).