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Abstract
This article examines how electricity market liquidity, renewable production and cross-border activity together in combination explain price spikes in the Hungarian Power Exchange day-ahead auctions. In the applied logit model, the dependent variable representing the price spike is binary, and the key explanatory variable is a modified bid-ask spread depicting liquidity. Weather-dependent renewable production and the difference between exports and imports appear as control variables in the model. The empirical analysis was based on data from 2017 and 2018. The results show that the control variables have no effect on the bid-ask spread and that the model explains 96 per cent of the spikes well, with an AUC-ROC of 0.75 and a Gini coefficient of 0.5. Based on the results, it may be worthwhile for traders to incorporate their data from sales and purchase curves into their forecasts, as this will improve their chances of successfully predicting extreme prices.
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1 Introduction
Over the last decade, liberalisation and decarbonisation have had a significant impact on the European electricity market. In the new regulatory environment, some levels of state-owned vertically integrated structures have been unbundled, creating opportunities for private companies to enter the market and fostering competition (Halkos, 2019). The efficient functioning of the emerging market across Europe has been facilitated by the establishment of power exchanges, which have created a transparent and non-discriminatory environment for private entrants. Due to the unique properties of electricity (mainly storage difficulties), trading is also unusual. The most massive volume changes hands in the Day-Ahead Market (DAM), where a physically delivered product can be bought or sold for a given hour of a given day, and a blind auction is organised for each hour. The liquidity of electricity exchanges, like other exchanges, requires a sufficiently large number of traders to submit a reasonably large number of bids (Biskas et al., 2013). And although very few articles so far have dealt with measuring the liquidity of electricity markets, existing experience shows that not only the volume of supply but also the characteristics of sale and purchase curves affect prices (Ziel and Steinert, 2016).

In continuous trading markets, the motivation behind measuring liquidity stems from transaction costs and the possibility of order book manipulation. In contrast, there are blind auctions in the DAM market, where traders submit their bids simultaneously and know the market-clearing price only after closing, so they cannot manipulate the behaviour of other traders with their positions. However, another problem arises in the electricity markets: the regular emergence of extremely large, positive and negative price spikes (Huisman and Mahieu, 2003). Besides, due to decarbonisation efforts, built-in weather-dependent renewable capacity is increasing in Europe, leading to increased supply-side uncertainty and thus increasing price spikes (Kyritsis et al., 2017). However, it is not clear to what extent these physical bottlenecks cause these exceptionally high or negative prices and to what extent by other behaviours, such as those arising from a trading...
strategy. It seems that while average price processes can be well predicted with traditional fundamentals (seasonality, energy production, weather), extremities may require the implementation of supply curve indicators in the forecast (Ziel and Steinert, 2016). Thus, although the market operator is only required to disclose bids (it is not its obligation to measure and analyse liquidity), these indicators can potentially provide essential additional information to traders for their forecasts and strategy.

This study examines the relationship between the characteristics of bid-ask curves and price spikes in the Hungarian Power Exchange (HUPX, 2000) DAM market. The binary dependent variable of the applied logit model takes a value of one when the price formed in the given hour is exceptionally low or high. The explanatory variable is a spread-type market liquidity indicator, which is the difference between the bid and ask offer closest to the equilibrium price. The control variables in the model include the Hungarian production of solar panels and wind turbines and the difference between exports and imports. The empirical analysis was based on hourly order book data for 2017 and 2018. The main novelty of the article is that it first examines the explanatory power of electricity market liquidity to price spikes. Besides, as only a small number of articles examine the Hungarian electricity exchange empirically, the applied database can also be considered unique in the literature.

The article is organised as follows. Section 2 presents the literature background of the research, paying particular regard to the methods of measuring market liquidity and price spikes. Section 3 describes the model and data. Section 4 contains the results, and Section 5 summarises the conclusions that can be drawn from the results.

2 Literature review

This section presents measurement approaches in the literature for the two key components of the model used in the article: energy market liquidity and price spikes. The background to the logit model and the previously essential papers relating to the Hungarian electricity exchange will also be briefly presented. The exact definition of liquidity and price spike used in this article is provided in Section 3.

Although there is a decades-long tradition of measuring liquidity in financial markets (Kyle, 1985), relatively few articles address energy market liquidity. The number of transactions concluded in a given period can be used as the most straightforward benchmark indicator for measuring the liquidity of the electricity market, which can be supplemented by the volume of transactions (Frestad, 2012). These quantitative indicators provide a good picture of the ratio of organised trading to bilateral agreements and the number of positions. Still, they do not provide information on the behaviour, activity and strategy of traders. Therefore, some researchers and analysts use the churn rate indicator instead of or in addition to quantitative indicators (Agency for the Cooperation of Energy Regulators/Council of European Energy Regulators, 2015). The churn rate indicator shows the ratio of realised to total bids submitted and can be used to infer some phenomena about traders’ behaviour, such as the ratio of speculative players.

The main criticism of quantitative indicators and the churn rate is that they do not examine the characteristics of demand and supply curves, although their shapes are relevant to prices. A promising solution to complement the quantitative approach could be the welfare indicator, which is the sum of consumer and producer surpluses and which is influenced not only by the realised bids but also by the shape of the demand and supply curves containing them (Sousa and Mendes, 2004). In terms of price formation, individual sections of the bid curve are not equally relevant: bids close to the equilibrium price have more information than extreme bids (Ziel and Steinert, 2016). Therefore, the spread-type liquidity ratios preferred in the financial markets also appear in the gas (de Menezes et al., 2019), quota (Ibikunle et al., 2016), or electricity (Bevin-McCrimmon et al., 2018) markets. This article uses a spread-type liquidity ratio tailored to the electricity DAM market.

There are several approaches in the literature for the definition of electricity market price spikes, and a comprehensive overview of their possible clustering is offered by Janczura et al. (2013). Most often, a time-determined, fixed or variable threshold based on historical observations is used, which divides the price data into standard and extreme ranges. An excellent example of the approach is that any data point above € 100 or 99 per cent of historical prices in recent years can be considered a price spike (see, for example: Boogert and Dupont, 2008; Trueck et al., 2007). According to the other approach, extreme price changes, or “jumps”, can be regarded as price spikes. In these definitions, a benchmark change can be the moving average or the edges from the distribution of historical price changes (see, for example: Bierbrauer et al., 2007; Weron, 2008). This article defines price spikes based on the deviation from the moving average of price changes.
Econometric models representing binary choices have proven useful for evaluating many energy market topics: for example, to explore the implications of regulation (Hurn et al., 2016), or to classify a particular household as energy-poor (Alem et al., 2016). Besides, binary models are suitable for the analysis of price spikes in the case where the aim is to explain the phenomenon. The method has been successfully used, for example, to analyse price spikes in the Australian electricity market (Christensen et al., 2012; Manner et al., 2016). The limitation of using binary options is that it is only sensitive to the formation of price spikes, not to their extent.

Although the electricity market in Hungary has been liberalised since 2008 and the HUPX has been open since 2010 (Szőke et al., 2019), very few articles analyse this market empirically. The papers published so far have examined the general characteristics of the market (Maroissy, 2012), the potential for price forecasting (Mileta et al., 2011), capacity allocation algorithms (Füzi and Mádi-Nagy, 2014) and the convergence between the HUPX and the European Energy Exchange (Diallo et al., 2018), but not price spikes. As the regional role of HUPX is expected to increase in the future due to market interconnections, it is worth further deepening the investigations.

3 Model and data

This section describes the price spike and liquidity definitions used in the article and the logit model built from them. In addition, the data used for the empirical study are presented.

3.1 Logit model and specification

The logit model was built in the R software environment using the generalised linear model function and maximum likelihood estimation technique (Fox and Andersen, 2006). The formal description of the model is given in Eq. (1).

\[ \ell_t = \log \left( \frac{P_t}{1-P_t} \right) = \alpha + \beta_B \ln B_t + \beta_{PV} PV_t + \beta_W W_t + \beta_{EXIM} EXIM_t \] (1)

The model assumes a linear relationship between the predictor variables and the log-odds of price spikes. As shown in Eq. (2), \( P_t \) denotes the conditional probability of a price spike at hour \( t \):

\[ P_t = P(S_t = 1 | B_t, PV_t, W_t, EXIM_t) \] (2)

\( S_t \) representing the price spike in hour \( t \) is binary and has a value of 1 if the price \( P_t \) is outside the 30-day moving average of that given hour +/-30 €/MWh interval (see Eq. (3)). We consider the moving average of all 24 hours separately and define the spike against the corresponding one to account for intraday seasonality.

\[ S_t = \begin{cases} 
1, & \text{if} \quad \frac{\sum_{i=1}^{24} P_{t-i+24}}{30} - 30 < P_t < \frac{\sum_{i=1}^{24} P_{t-i+24}}{30} + 30 \\
0, & \text{otherwise} 
\end{cases} \] (3)

The explanatory variable \( B_t \) denotes the bid-ask spread in period \( t \), which is the difference between the first unsatisfied sell \( (O_s) \) and purchase \( (O_p) \) offer closest to the market clearing price \( (O_c) \) (see Eq. (4)).

\[ B_t = O_{s,n} - O_{D,n-1} \] (4)

Control variables are photovoltaic production \( PV_t \), wind production \( W_t \) and the difference between exports and imports \( EXIM_t \) in period \( t \). The \( \alpha \) denotes the constant, \( \beta \)'s are the coefficients of the predictor variables.

Since the dependent variable was converted to binary, the use of a logistic regression model (or logit model) is an appropriate decision, as it is used to model dichotomous outcome variables. The logit model is well known in finance, it is one of the most commonly used distress prediction models, mainly used for bankruptcy prediction, to calculate default probability.

Logistic regression models have a long and successful history in macroeconomics and finance, nevertheless they are commonly used in terms of the electricity markets as well.

The main assumption of logistic regression is that the log-odds of the outcome is modelled as a linear combination of the predictor variables, as in Eq. (1). The model parameters are estimated by maximum likelihood estimation, which process is briefly described below.

As a direct consequence of Eq. (1), the conditional probability of a spike occurring is:

\[ P_t = \frac{1}{1 + e^{-(\alpha + \beta \cdot T)}} \] (5)

where \( \beta = (\beta_B, \beta_{PV}, \beta_W, \beta_{EXIM}) \), and \( T \) denotes the transpose. For each hour we have a spike either occurring or not occurring: \( S_t \) is either 1 or 0. The likelihood function thus is:

\[ L(\beta) = \prod_{t=1}^{T} \left( P_t^S \times (1-P_t)^{1-S} \right). \] (6)

It is important to note that the only assumption behind Eq. (6) is that the conditional spike events (whose probability depends on the explanatory variables) themselves are independently drawn, not that the whole sample is
independently drawn. If the explanatory variables show autocorrelation, it will necessarily carry over to the time series of spikes as well (since the conditional probability given by Eq. (5) also becomes autocorrelated), even if the conditional spike events are independent. While it is true that our sample is a time series with not negligible autocorrelation, with our independent conditional spike event assumption Eq. (6) remains true and implies that the estimated parameters are unbiased.

The parameters are arrived at by maximising the likelihood function numerically:

$$\hat{\beta} = \arg \max (L(\beta)).$$

(7)

Since the explanatory variables we use are not available before a spike actually occurs in practice, our model cannot be used to actually predict price spikes in advance. This is unfortunate in the sense that the language of logistic regression centres around the predictive capabilities of the model. Nevertheless, the model can still be used to examine a stochastic relationship between some explanatory variables and a binary dependent variable.

3.2 Data

The article examines the hourly equilibrium price data of the HUPX DAM market from 1 January 2017 1 a.m. to 31 December 2018 12 p.m. thus, the number of observations is 17,520. The data was collected from two sources: the sale and purchase curves are published by HUPX (2020), and the control variables are published by the MAVIR Zrt. (2020).

In the DAM market, a blind auction is organised every hour, so based on the submitted bids, the aggregate demand and supply curve (also called sales and purchase curves) can be drawn for each hour. The intersection of the two curves indicates the optimal quantity-price combination for a given hour: the bids to the left of the point are satisfied, and the bids to the right are not. Fig. 1 illustrates the market-clearing process based on a real historic hour (5/28/2018 5 p.m.).

It can be seen that the optimum prices for each hour are based on a large number of offers: the market clearing prices of the 17,250 hours in the two-year period under review were based on 25,587,442 offers. Based on the definition used (see Eq. (2)), a total of 783 price spikes were identified over the two years (4.65 percent of all observations).

Descriptive statistics for period DAM prices and net positions are presented in Table 1, and their frequency histograms are presented in Figs. 2 and 3.

Price statistics show that there were hours during the period in which a negative price developed, and the highest price was more than six times the average price. Based

<table>
<thead>
<tr>
<th>Market clearing prices (€/MWh)</th>
<th>Net positions (MWh)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Minimum</td>
<td>−23.51</td>
</tr>
<tr>
<td>Maximum</td>
<td>327.65</td>
</tr>
<tr>
<td>Mean</td>
<td>50.75</td>
</tr>
<tr>
<td>Standard deviation</td>
<td>21.79</td>
</tr>
</tbody>
</table>

Table 1 Descriptive statistics on prices and net positions

![Histogram of net positions](Fig. 2 Frequency distribution of market clearing prices)

![Histogram of market clearing prices](Fig. 3 Frequency distribution of net positions)
on the positions, it can be seen that they lag behind the total Hungarian demand (the average system load in the period was 5171 MWh (MAVIR Zrt., 2020)), since traders also have other organized (futures, intraday) and over-the-counter (or bilateral) purchasing opportunities.

Descriptive statistics of control variables (hourly photovoltaic and wind production, export-import) are shown in Table 2. In the period under review, the maximum available cross-border and wind capacities were stable, while the installed solar capacities increased significantly by 2018. In the case of photovoltaic production, the mean and standard deviation values can be interpreted to a limited extent due to the lack of overnight production.

The reason for the logarithmic interpretation applied to bid-ask-spread in the model is that it has a very heavy right-tail and is always positive, so taking its logarithm significantly improves the performance of the model.

4 Results

This section summarises the results of the empirical study: the values taken by the coefficients of the variables, the results of the multicollinearity test between the explanatory variables, and the predictive power of the model.

The estimation results of the model are summarised in Table 3. Significance results can be interpreted in the usual way: estimated parameters are asymptotically normally distributed, and our sample is large enough to assume that the Z score shows significance.

It can be seen that liquidity, export-import and PV production variables significantly influence the appearance of price spikes. Interestingly, the coefficient of PV and wind power production is negative, which is due to the fact that sunny and windy hours, when power plants produce around maximum capacity, are easier to predict than during periods of lower production with variable sun and wind conditions (da Silva et al., 2015). In Hungary, PV exceeds the installed capacity of wind turbines; therefore, its impact on price spikes is also greater. More significant exports increase the likelihood of price spikes, indicating that bottlenecks in foreign markets cause some of the price spikes. Finally, the effect of the bid-ask spread is positive, which means that in periods when price spikes develop, the sale and purchase curves are steeper (more inelastic) around the optimum.

The Variance Inflation Factor (VIF) indicator was used to test multicollinearity. The VIF is a score of how much the variance of a regression coefficient is inflated due to multicollinearity in the model. The method tests the correlation of each explanatory variable, by linear regression models, including all the explanatory variables of the original model. Afterwards, the VIF factor is calculated by Eq. (8):

\[
VIF_i = \frac{1}{1 - R_i^2}
\]  

where \(R_i^2\) is the coefficient of determination of the linear regression model.

The VIF for the bid-ask spread was 1.02, for PV production: 1.07, for wind production: 1.03, and for export-import: 1.09. The VIF scores for all the control variables of the model are less than 5, which is a commonly used cut-off. This value indicates that the hypothesis of multicollinearity between the model's predictors is rejected. We also report the correlation matrix of the explanatory variables in Table 4 in the Appendix. The strongest correlation (0.27) is between photovoltaic production and the difference of export and imports.

We also address endogeneity by including the correlation of the residuals and the explanatory variables in the matrix. The correlations are low enough to assume that no endogeneity issues arise in the model.

It is important to note that the variables used in the model may not be independent of each other in other countries' markets. The small impact of renewables on sale curves may be due to the feed-in tariff support system. Thus, renewable producers do not appear as strategic players in the market.

The most commonly used approach to measuring the predictive power of a logit model is to measure the area under the Receiver Operating Characteristic (ROC) curve. It plots two parameters as results of a model: the false

### Table 2 Descriptive statistics on control variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Minimum</th>
<th>Maximum</th>
<th>Mean</th>
<th>Standard deviation</th>
</tr>
</thead>
<tbody>
<tr>
<td>PV production</td>
<td>0.00</td>
<td>234.58</td>
<td>22.36</td>
<td>41.00</td>
</tr>
<tr>
<td>Wind production</td>
<td>0.00</td>
<td>75.39</td>
<td>73.68</td>
<td>617.33</td>
</tr>
<tr>
<td>Export-import</td>
<td>-282.71</td>
<td>3397.32</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### Table 3 Model outputs

| Coefficient | Estimation | Standard error | Z value | Pr (>|z|) |
|-------------|------------|----------------|---------|----------|
| \(\alpha\)  | -3.44      | 0.0497         | -69.25  | <2e-16   |
| \(\beta_1\) | 0.69       | 0.0368         | 18.68   | <2e-16   |
| \(\beta_{EXT}\) | 0.56  | 0.0403         | 13.80   | <2e-16   |
| \(\beta_{PL}\) | -0.49      | 0.0599         | -8.20   | 2.44e-16 |
| \(\beta_{Z}\) | -0.04      | 0.0392         | -1.14   | 0.253    |

(***) The variable is significant below the 1% significance level.
positive rate, versus the true positive rate at different classification thresholds. The ROC curve based on the results of the model is shown in Fig. 4.

Indicators often used to interpret predictive performance are the area under the ROC curve: AUC-ROC (Area Under the ROC Curve) and the Gini coefficient calculated from it. The value of the AUC_ROC indicator can be between 0.5 and 1, where 0.5 is the random classification, and 1 is the functional relationship. The Gini Coefficient has a possible range of $[-1,1]$, and it serves a purpose to normalize the AUC in a way that random classifier scores 0, while a perfect classifier scores 1. The model reported in the article has an AUC-ROC value of 0.75 and a Gini coefficient of 0.5, and it would have classified the given value into average and price spike categories well in 96 percent of the periods in the total sample.

The main scientific contribution of the paper is to measure the effect of market liquidity, so the question arises as to what extent the predictive power is due to the main explanatory variable bid-ask spread and to what extent the control variables. Therefore, a model was also run in which the only explanatory variable was the bid-ask spread, and the control variables were omitted. The model yielded an AUC-ROC of 0.69 and a Gini coefficient of 0.38, which means that the contribution of market liquidity to good prediction performance is significant.

In order to complete a robustness check, we have modified the regression specification and built a model using another liquidity measure that we have developed, as the primary dependent variable. The churn ratio is a commonly used measure of liquidity in the commodity markets and in particular in the electricity markets as well (Agency for the Cooperation of Energy Regulators, 2015). The churn ratio is calculated for both the demand and supply curves separately resulting two new liquidity indexes. The model reported in the article including the demand side churn rate as the primary dependent variable has a Gini coefficient of 0.35. The model using the supply side churn rate has a Gini coefficient of 0.39. Although, all the variables of the model remained positive and significant the model proved to be less efficient as the main model presented in this article. Nevertheless, the coefficients proved to be plausible and robust, which implies structural validity.

5 Conclusion
This article examined, within a logit framework, the extent to which market liquidity, renewable production, and the net export-import contributed to daily price spikes in the HUPX DAM market in 2017 and 2018. Based on the results, two main lessons can be identified. On the one hand, the explanatory variables are not correlated, i.e. the fundamental variables (renewable production, cross-border flows) are not responsible for the change in the slope of the sales and purchase curves around the optimum. On the other hand, these variables can be used to build a model with high predictive power, in which, also, the applied market liquidity is one of the strongest predictors.

One of the biggest challenges in electricity market price forecasting is dealing with extreme values. The results of the article suggest that in addition to the fundamental variables traditionally used, it would be worthwhile to display the characteristics of sale and purchase curves in the models in the future, as it may have a significant added value in predicting price spikes. The article used the most straightforward possible indicator to display the curves and thus achieved a model with high explanatory power. Although the results of the article are theoretical, they can offer strong practical motivation for traders to supplement their current forecasting models with information from the bid curve. The most important future research direction is the development of indicators that can capture the characteristics of the curves in a more sophisticated way and their incorporation into forecasting.
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Appendix

<table>
<thead>
<tr>
<th></th>
<th>B</th>
<th>EXIM</th>
<th>PV</th>
<th>W</th>
<th>resid</th>
</tr>
</thead>
<tbody>
<tr>
<td>B</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EXIM</td>
<td>0.12</td>
<td>1</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>PV</td>
<td>0.00</td>
<td>0.27</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>W</td>
<td>0.04</td>
<td>-0.14</td>
<td>-0.15</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>resid</td>
<td>-0.02</td>
<td>-0.03</td>
<td>-0.01</td>
<td>0.04</td>
<td>1</td>
</tr>
</tbody>
</table>