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Abstract

The effect of the change of the routing mix on the throughput is an important question
to be answered by operations management both at the planning and control phases of an
FMS. This paper presents a method for the calculation of the gradient of the throughput
with respect to the routing mix. The algorithm is based on perturbation analysis (PA)
and on the product form properiies of certain type of queuing networks. The provided
gradient estimate is exact when conditions on the product form equilibrium distribution
of the network are met, but it can also give good approximative results in other cases.
Numerical examples are presented to illustrate the proposed calculation.

Keywords: flexible manufacturing systems, perturbation analysis, queuing networks, rout-
ing flexibility, simulation.

i. Introduction

One of the many aspects of flexibility of a flexible manufacturing system
(FMS) is the possibility of alternative routing (BROWNE, DUBOIS, RATH-
MIL, SETHI and STECKE, 1984). The objective of the routing problem is to
find the appropriate ratio of the routes followed by the various part types
so as to maximize certain system performance measures. The practical
relevance of this problem is twofold:
— In production planning, a routing mix providing the best possible
system performance should be found;
— In production control, when the planned routing mix has to be modi-
fied, it should be done with the smallest possible deterioration of the
system performance measure.
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Although the routing of part types in an FMS can not be separated
from other planning and control problems, from practical reasons hierarchi-
cal approaches are recommended (VAN LOOVEREN, GELDERS and WASSEN-
HOVE. 1986; STECKE, 1986a).

The objective of this paper is to determine the sensitivity of the sys-
tem throughput with respect to the routing mix using perturbation anal-
ysis. This sensitivity is important information for operations management
when both planning and control decisions are to be made. In both cases
these are the variables an operation manager can directly be interested
in. He controls the routing mix by directing parts to different routes and
observes the result in terms of the throughput.

Due to the complexity of the throughput function most of the work in
this fleld tackles this question indirectly. The mathematical properties of
the t rouffhput as a function of the number of entities in the system and as
function of the relative workload in closed queuing networks were studied
by YA0 (1985). STeECkKE (1983; 1986) and STECKE and SOLBERG (1983)
examined the Cha'rar*terlstms of the workload belon gu-‘ to the optimum
throughput. l\OB YASHI and GERLA (1983) w Oz_kp t an algorithm to
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1 I design methods {(Law and
KELTON, 1991; CARRIE, 1988: STEUDEL and BERG, 1986). Perturbation
analysis was recommended by Ho and Ca0 {1985) to reduce the computa-
tional burden when discrete event systems are studied by simulation, but
they examined the effect of the change of routing probability and not the
change of the routing miz. Making a distinction between these two con-

ans compli
cated and computation intensive experimenta
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cepts is important. While routing probability expresses the ratio of parts
going from one station to another, routing mix expresses the ratio of the
parts following the various routes. The latter one is a decision variable
for operations management, while the first one is a consequence of that
decision.

It can be concluded that:

— Neither most mathematical programming approaches that use the
system throughput as objective function, nor conventional simulation
can provide efficient methods for obtaining routing sensitivity infor-
mation.

~ Both :1

lity} instead of usmg

tribution of the paper is to examine the direct rela-
tionship between t e routing mix and the throughput. The application of
the simulation based PA helps to examine realistic cases while the use of
queuing theory principles ensures the robustness of some approximations
required throughout the calculation.

In the following the quantitative formulation of the basic problem is
provided in section 2. Then the calculation of the throughput gradient with
respect to the routing mix is presented in section 3 and the validity of the
calculated gradient is examined in section 4. Finally numerical examples
illustrate the proposed method in section 5.

Assume an FMS consisting of a load/unload station and a number of al-
ready pooled machines with unlimited buffers. Parts can follow alternative
routes, in all of which the load/unload station (denoted by subindex 0)
is visited once. The number of parts produced is measured by the parts
leaving the system through the load/unload station. The total production
time is measured by the time necessary to produce a required amount of
parts. The part types using the same type of pallets belong to a pallet
class. The number of pallets available for each class is limited.

Two groups of data will be defined to formally describe the problem:
1.) System configuration and part type data:

P -~ number of part types
M - number of workstations
W - number of pallet class

Cy - number of circulating pallets of class f
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L(f) — set of part types using pallet class f
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nt — number of alternative routes of part type t.t = 1,..., P
dis — number of operations of part type t on route s,t =1,...P,s = 1....,n¢
zis;,  — k-th station visited by part type ¢
onroute s,k =1,...,dis.t=1,....,.Ps=1...,n¢
hisk — k-th operation time of part type ¢
on route s,k =1,...,dts,t =1,.... Ps = 1l....,ns
m: - part mix ratio for part typet,t =1,.... P,
defined such that ZtEL(f) mi=1,f=1,... W
©;: - ratio of route s of part type t.t = 1,..., P,s = 1, ..., n,

defined such that 3 O =mi,t =1,..., P

2.) Observational data, which can be gained by collecting information
about the real or simulated performance of the system:
T - total production time
N¢; — total number of visits of parts belonging to class f at station j

Based on the previously defined parameters some further data can be
derived:
Y1s; — number of visits at station { by part type t on route s

dzs
| =, :
‘ Yisi = O(zegp = i 1
{ Yisi = Y 8(ztk = ) (1)
k=1
i
!
‘ where 6( ek =  ) = 1 if part type ¢ on route s goes to station ¢ in the k-th
step, and 6{z;5p = 1) = 0 otherwise.
bisi — sum fp ssing requirements on station ¢ along route s of
: part type
’ dzs
bisi E hi‘aﬁt‘(\:zsk =1) (2)
k=1
hi — mean operation fime at station 7. It is assumed that the average
operation time at any station is the same for all part types. Since at
the aggregation of the processing times at stamoz- 7 only the routes
that visit station ¢ need to be considered. let S(¢,1) = {5: yis; > 0}.
Then h; is calculated as follows,
7 thl (W] ’ - A
hi = ViVs € S(t,1). (3)
Yisi

vy; — relative visiting ratio of class f at station i, which is defined as

Nij _ i
= =, 4
\f o (4)
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T Pf; — throughput of class f at station j.

Considering these data three remarks must be made:

— It will be assumed that the operation time at a station is exponentially
distributed and independent from the pallet class. This assummiozl
permits the application of product form equilibrium distributions for

multi class CIosec queuing networks (BASKETT, CHANDY, ;\iUNTZ and
PaLacios, 1975).
~ Since vy; are relative values one of them must be fixed arbitrarily

for every class. As every route goes through the load/unload station
once, the visiting ratio of that station will be set to one for every class

(‘U o= 1}

7 ;

— The throughput of class f is defined as T'Fs;/vy; forany j = 1,..., M.
Since vpg = 1{f = l,.... W) are chosen, the system Lhrouc--put can

be determined based on the observed data, that is,

W W ooar

s e = LY Fp —

TPy=5% TF = L [
LT LT (@)
f=1 f=1

The objective is to determine the gradient of the system throughput
with respect to the routing mix, that is,

W
> TPy

0T Fy _ /= d s = p (8)

0O S {ST e

1
s=1,...,n¢.

To facilitate further discussion (8) will be examined with the help of
the relative workload of class 7(v,;hi). Transforming (8) we get

oTR, H W M T Py O(vrih;)
; t=1,.... P, g
OOy fzzl?—_:hz: 8(vrihi) 00p ..., P, (9)
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3. The Steps of Gradient Calculation

The calculation is based on the combination of analytical and simulation
results. According to the system configuration and part type data the
performance of the system is simulated and the observational data are
recorded. Two sets of random variables are used in the simulation.

— The operation times at the workstations are considered random vari-
ables with a mean equal to the mean operation time calculated by (3).
This is an approximation but used frequently at the planning phase
of FMS (STECKE, 1986a).

— The routing of the part types is considered as a random process with
expected values equal to Oi. There exist many alternative system
performances at the same Oy depending on the detailed scheduling
considerations. The long term performance, however, can be approx-
imated by this random process.

The calculation of (9) is performed in three steps. First 9T Po/0(vrih;)
is transformed and shown to be a function of the gradient of the total
production time with respect to an operation time. Then this gradient is
calculated using perturbation analysis. Finally O(v.1h;)/90:, is computed.

3.1. Calculation of the Gradient of the Throughput
with Respect to the Relative Workload

{ the ?elatne »\OLL\l ad of

TPsy = f(vsih;). Using the differentiation rules of
we get,
8T Py o
P (10}
Ohy
(10) is an implicit expression for 9T Pzq /0(v-:h;). To avoid the difficulties of
solving a linear equation system for its calculation a more efficient method
is suggested. Let us assume that the operation time of the various classes

at workstation ¢ are dlsungmshed (hr;). Note that for every class h,; = hy
at the point where the throughput sensitivity is calculated. Differentiating
T Py according to h,; we get

OTP;y <& 8T Ppy O(vgihy)
Ohri I O(vgihi) Ohni

(11)



Since

I(vgihi) { vy i og=,

gradient
'orlxlo*tl is the

3.2, The Gradient of the Total Produciion Time with Respect
2 gy b lauN
io an Operation Time

To obtain the value of (15) 87 /Jh,; should be known. This term can be

1 A was developed for the grament es-
timation of perfozmance measures with respect to certain system control
variables in discrete event systems (DES), when the performance measure

’"d

gained using per LL‘deOTl analy

is obtained by discrete event simulation. The basic idea is lat a sample
path of the simulation contains information about certain system charac-
teristics and therefore it is not necessary to rerun the snnalamon when the
performance measure sensitivity is estimated (Ho and CASSANDRAS, 1983;
Ho and Cao, 1985). This approach may efficiently provide sensitivity
information concerning the performance measures of discrete type man-
ufacturing systems (Ho, 1987; Korral, LARRANETA and ONIEvVA. 1993;
KoLtAl, LARRANETA, ONIEVA and LOZANOG, 1993).

In this case the gradient of the expected total production time with
respect to a mean operation time should be determined, that is,

?E[_T(hrif g]

=9
Tho =7 (16)
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where £ is representing a particular realization of all the random variables
in the system. Writing (16) in differential form

i E[T(hri + Ahy, §) T(hm‘:é')] o (17)
Ahri_g Ahri
PA states that in certain conditions inferences can be made about the
evolution of the sample path when the control variable changes, that is,
without repeating the experiment for h.; + Ahq;, T{h.; + Ah,;) can be
known (Ho and Cao, 1991). To apply this approach two problems should
be discussed.

a.) Generation of perturbations provides values of Ahyg if Ahy
is known, where ¢ is the station at which the corresponding operation is
performed (that is. { = z;5;). Then Ah;,. should be generated so, that

23

Elhisr + Dhiegp] = hei + Dby, te Lir). (18)
Applving the perturbation generation rules introeduced by SURI {(1983a) if
hie; 1s scale parameter of the operation time distribution the change of the
operation times can be calculated as follows,
Ay .
Nhper = hpgp —2 tcLir) (191

b.) Propagation of periurbations ;)z'ond\f,
7 Ey il = )s
) . 1

ron 7. Us

of all the generated Al

es of infinitesimal perturbaticn analysis it can be seen
e ion affects the operation of other

1991). To l\eep rccord on this chan
parameter 1s as follows,

where A denotes the set of all the accumulated perturbations affecting 7.
The sum in (21) is an observational data and is determined by keeping
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record throughout the simulation about all the perturbations influencing
T. In (21) if Ahy; is small enough, then T is a linear function of Ah,; (Ho
and CA0, 1991) and the gradient can be calculated as follows,

AT 1 . o
= 5 Nisk- (22)
Ahy hpp =
S
Analogously, for location paramet ation time gradient is
as follows,
= (23)
AR -
3.5, The Gradieni of the Relative Workload with Respect
to the Routing Mix
The expected value of the relative workload of class r at station ¢ can be

rocessing times of all aperations per-
v parts belongin gto that class and it is, therefore,
i 1 If L’he experiment is Ton.g enough

alculated by summing the mean
med at Jlag stauo b3

oy (,

S
L,k 1is approximation s correct and the z‘el ve workload can be calculated

as follows.

L= 1), (24)

Derivating {24) with respect to the routing mix,

a<0mh) J/ Zdzg’ hz%é(:t\ﬂ - 7/\‘ it ¢ S L(T)

; : . (25)
1\ G otherwise.

(25) shows that this gradient can be determined from the system configu-
ration and part type data. Using (2). (25) can shortly be written as

C ,‘rm'hz'\ . N
P (e € L)) (26)
where §(¢t € L(r)) = 1 if part type ¢ belongs to class r and §(¢t € L(r)) =0
otherwise.
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4, The Routing Mix Sensitivity and its Validity

Finally writing (15) and (26) in (9) the throughput gradient with respect
to the routing mix is obtained,

T P, bis: O
6. - T?Z\'fOZ\ToétEL("))g t.”ahm t=1....P

r=1}

The validity of (27) depends on three factors:
- the validity of the product form assumption;
— the validity of the 01 /8h,; estimate:
- the validity of the application of steady state formulae.

a.) The wvalidity of the product form assumption. Althouch
1dition is rather restrictive, there are many cases t is satisfied.
the most frequently mentioned arﬂ‘umeu ts against product form
approximation is the existence of blocking. YA0 and Buzacort (1987)
showed that in the 1T1a]OT‘lt‘v' of real FMS bl oci{mg is avoided by the spe-
cial organization of buffers (central and local buffers) and in these systems

swhen

oty

product form equilibrium d1<u. ibution holds in case of exponential qcr\'ice

ribution
by an equivalent exponential service timx«
BuzacoTT, 1986), altho:
tion burden i i

iii»&O and
the calcula-
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b.) "Ehe ﬂ/ailditJ f @T/Oiu_; esh- a*ie One of the main issues
in PA is the problem of mterchanﬂeablh of tiation
tion. if this interchangeability holds, Lhen the sample path gradients of
the different experiments can be used for calculating the expected value
{ the gradient (Ho and Cao. 1991). The intensive research activity on
Llns field had two main directions. First. unbiasedness of gradient estima-
tion was proved for a considerable amount of cases (HEIDELBERGER et al.,
1988, HO and Cao0, 1991). Secondly, when the estimate is biased, methods
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were worked out to modify the original technique of infinitesimal perturba-
tion analysis to ensure-the required statistical properties of the estimated
gradient. Smoothed (GONG and Ho, 1987) and extended (Ho and LI,
1988) perturbation analysis are examples for overcoming the difficulties of
the discontinuities of the sample path, however, generally at the cost of in-
creased computational requirement. It has to be mentioned that even when
the estimare is ’)iased the calcul ated gradient gives better results than the

en Jﬁ tin thxs type of net-
ves unbiased estimates just
‘A0, 1991). Interestingly in
meet these special conditions.
v more than one class of cus-

es unbiased estimate. In
than one type of products
1y fed by one load /unload or measuring station, therefore the

above condition can be met. In most of the cases, however, either spe-
cial methods of PA must be used or the resulis have to be considered as
approximations. SURI and DILLE (1985) showed how these approximate
gradients can be used for the efficiency improvement analysis of an FMS.

practice, 'vori stations which are visited by mor
£l

c.) The validity of the application of steady state formulae.
The application of steady state formulae for the rough cut modelling of
queuing network type systems is an accepted method due to its rapidness
and relative robustness {(SURI, 1983}. For control purposes, however, it can
be used only if the real performance of the system approaches the steady
state conditions. Although in FMS generally relatively small batches are
used. there are cases (e.g. common due dates and short operation times)
when steady state approximations are realistic (KIM and Yano, 1993).

5. Numerical Examples

The following two examples are to illustrate the proposed method. For
both problems the optimal routing mix was determined by KOBAYASHI and
GERLA (1983) using MVA. Since at the optima the gradient should satisfy
the optimality conditions this can be a reference to check the results. Using
Lagrangian multipliers it can be shown that the components of the gradient
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should satisfy

t e L(r)
aal;)io = A, s=1,....n¢, (28)
r=1,...,W.

that is, the partial derivative of the throughput with respect to every route
of parts belonging to the same class should be equal.

The simulation of the examined systems was carried out using the
SIMAN IV simulation language (PEDGEN, SHANNON and SADOWSKI, 1990).
Perturbation analysis was performed by user written subroutines.

5.1, Single Class Queuing Network Ezample

Suppose we have a FMS consisting of four single server workstations

(W,.7 =0,...,3). where the load /unload station (W) is the central server

S J /

Fig. 7). One type of product is produced (PR) and five pallets are used
g y

(K = 1,C; = 5). The parts may follow three routes. The sequence

of operations with their respective mean operation times is given in Za-
ble 1. The operation times are exponentially distributed. 10000 parts
should be produced. The optimum routing mix for this system was de-
termined by KoBavasHI and GERLA (1983) and its result is also pre-
sented in Table 1. Since in this example there is just one part type the

subindices expressing the part type and pallet class can be suppressed
(vei = v;,TPp; = TF;, 045 = Og).
Table 1
Basic data of example 1
. PT
Part type Route Operation sequence @(;:O' !
number (station no./mean oper.time)
1 (0/0.25)— (1/0.5) 0.693
PR 2 (0/6.25)— (2/1) 0.239
3 {0/0.25)— (3/2) 0.068

The system throughput as a function of ©; and Q2 is depicted in Fig. 2.
These values were calculated using the exact MVA algorithm described in
REISER and LAVENBERG (1980). The results of the simulation, using the
optimal routing mix as the expected value of random routing, are summa-
rized in Table 2. The second row of the table shows the relative visiting
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Fig. I. Single-class queuing network model

frequencies (v;) and the third row provides the throughput at the worksta-

tions (T'F;). The value of the throughput obtained by simulation deviated
from the analytical value found by KOBAYASHI and GERLA (1983) using
MVA, by 0.67%. The gradient of the total operation time calculated by
perturbation analysis can be seen in the last row (9T /8h;).

Table 2
Simulation results of example 1

Work stations Wo Wy Ws W3
Rel. visits (v;) 1 0.696 0.235 0.068
Throughput (T F;) 2.3877 1.6611 0.5618 0.1638
oT [0k, 3514.93 4699.06 739.41 110.21

The results of the calculation of the throughput gradient with respect
to the routing mix can be seen in Table 3. The gradients of the throughput
of all the stations are provided, although we are basically interested in
the system throughput gradient (9T FPy/00;). Change of the routing mix
means that at least two ©; change with opposite signs, since ©1+02+03 =
1. It can be seen that the difference of any two systems throughput gradient



A
N> 1

;)1
Throughput

(=)
wn

-]

Fig. 2. The throughput function of the single class example

Table 3

Routing sensitivity information of exampls I

Route aT Py /60O

GO DD e
.

on.

Figs. 3 and { show the throughput as a function of the routing mix.
In Fig. 3 O3 is held constant and equal to its optimal value {0.068). The
system throughput and its corresponding directional derivative are dravwn
in the same chart. The change of the routing mix means that @1 increases
from 0 to 0.932, while at the same time Q2 decreases from 0.932 to 0. The
directional derivative (0T Py/0©; — 0T Py /0©1) contains the effect of both
changes. This derivative indicates inflection points around ©; = 0.4 and
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around @7 = 0.9 and a2 maximum at ©; = 0.69 which is the opmmum
according to the solution of KoBAYASHI and GERLA (1983). Fig. 4 shows
the same function when ©2 is held constant and equal to its optimum value
(0.234). The change of routing mix in this case means that ©; increases
from 0 to 0.766, while in the same time @3 decreases from 0.766 to 0. The
optimum is found around &; = 0.69 again.

Throughput Diractional derivative
: S P
2.8F : R
2" A
1.8F
: : o
1r : ;
0.5 — : - - , S
t oL . T m e
I "°— Dir, d;rwe%wg -’r’~=: Throughpu’z : :
5 ; ; ; i i i ; i ;
6] A 0.2 03 0.4 Q.8 0.8 Q.7 2.8 02
Thetall)
Fig. 3. Change of the throughput (03 = 0.068)

It can be observed that the throughput function depicted i
corresponds to a cut of the surface of Fig. 2 along ©; + 03 = (.93
ogously, Fig. 4 corresponds to a cut of the same surface along @9 = 0.
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5.2. Muliiple Class Queuing Network Ezample

Suppose we ha\ e an FMS consisting of four single server workstations
(W;.j=1,....4) (Fig. 5). Two types of products are produced (PR1 and
PR2) and two t\pes of pallets are used (K = 2). Three pallets are available
in each class (C7 = 3,Cs = 3). Each part type uses a different pallet type
(L(1) = 1, L(2) = 2). Every part type may follow two different routes. The
sequence of operations with the respective mean operation times is given in
Table 4.” The operation times are exponentially distributed. In total, 10000
parts should be produced. The two local maxima found by KOBAYASHI and
GERLA (1983) for this problem are also presented in Table 4 (@( M’l\ (\“))
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Throughput Directional derivative
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—<— Dir. derivative =% Throughput
ol i i i I i i i -
] Qa4 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.8 1
Theta(t)
Fig. 4. Change of the throughput (0, = 0.234)
Table 4
Basic data of example 2
Part Route Operztion sequence
; ; . . - (M1 (M2
type number {station no./mean oper.iime) @;;J 2 @:3 2)
bRy L (1/0.5)— (3/0.5) 0.544  1.000
2 (1/2.5)— (4/1.0) 0.456  0.000
bRy (2/1.0)— (3/0.5) 1.000 0.025
2 (2/1.0)— (4/1.0) 0.000 0.975
Fig. 5 shows that there is not a unique load/unload station, however

11 is visited by every PR1 once and not visited at all by PR2. At the
same time W is visited by every PR2 once and not visited at all by PR1.
This can be interpreted as if each class had a different load /unload station.
In this case the relative visiting ratios of each class at its own load/unload
station should be set to one. Alternatively one could consider a virtual
unique load/unload station (Wp) — with zero operation time — which is
visited by all part types prior to starting their true sequence of operations.

The throughput as a function of ©11 and ©y; are given in Fig. 6.
These values were calculated using, again, the MVA algorithm. The results
of the simulation, using the first local maximum as the expected value of
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Fig. 5. Multiple class queuing network model

,—n

random routing, are summarized in Table 5. second and third row of
the table shows the relative visiting frequencies of class 1 and class 2 (vy;).
The fourth and fifth rows show the gradients of the total operation time
with respect to the operation times of class 1 and class 2 (87 /8h,;). The
value of the system throughput (I'Py = TP ; + TP ) is given in the last
row. This value deviates from the t.heoretlcal value found by KOBAYASHI
and GERLA (1983) using MVA, by 0.1%

Table 5
. r N (M1
Simulation results of example 2 at ©, "~

Work stations Wi W W3 Wy
Rel. Class 1 1 0 0.544 0.456
visits
(vri) Class 2 0 1 0.999 0.001

Class 1 1394.3 0 1693.3 668.62
8T ] Oh i

Class 2 0 1493.6 1938.0 1.7036
Throughput (T Fy) 2.1382

THe results of the calculation of the throughput gradient with respect
to the routing mix can be seen in Tuble 6. The gradients of the throughput
of all the classes with respect to the four routing variables are provided in
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Frgs. 7 and 8 show the throughput as a function of the routing mix.
In Fig. 7 ©91 is held constant and equal to its value at the first local
maximum (1.00). The system throughput and the corresponding direc-
tional derivative along ©;; are drawn in the same chart. The change
of routing mix means that ©;; increases from 0.00 to 1.00, while at the
same time ©13 decreases from 1.00 to 0.00. This directional derivative
(0T Py/0©11 — 0T Py /8€12) contains the effect of both changes. This

te

derivative indicates a maximum around ©+¢; = 0.34 which is the local
shoms the

maximum accordiz
same function Wh
local (

7 I
&y 1 increases from

maximum i

Throughput Directional derivative

N

i
¥

=== Gir. derivative

0 01 02 03 04 03 08 97 08 09 1
Theta(it)

o
&
-

Fig. 7. Change of the throughput (@7 = 1)

Tables 7 and 8§ contain the simulation and sensitivity calculation data
for the other local maximum found by KoBAvaSHI and GERLA (1983) while
Figs. 9 and 10 contain the throughput functions and their respective direc-

J J'_
tional derivatives. Since @ /

takes its maximum feasible value the opti-
mality condition for the gradlent components of class 1 is 9T Fy /001 >
0T Py/90©1>. This condition is met according to Table 8. The gradient
components corresponding to class 2 should be equal according to (28).
This is not reflected in Table 8. The reason for this is that, due to the ran-

dom nature of simulation, the observed value of ®5; is not exactly equal
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Theta(21)

Fig. 8. Change of the throughput (0, ; = 0.544)

M2 ot - .
to the expected @r(_,lj 7 (0.028 instead of 0.025). Fig. 10. however, shows

that the optimum is really at 911 =1and O = 0.023 as it was expected.
This figure also shows that the directional derivative along ©2; reaches
zero again around 0.22. This is, however, not a local maximum because
the directional derivative along ©9; at this point is equal to 0.2.

Table 7

. - . L . (M2
Simulation results of example 2 at @;:

4

Aork stations W Wo Wy Wy
Rel. Class 1 1 0 (.999 0.001
visits
{(vri) Class 2 0 1 0.028 0.972

Class 1 2479.7 0 2371.1 3.1504
T [ Oh

Class 2 0 933.14 23.979 1062.9
Throughput (T Fp) 2.254

It can be observed that the throughput function depicted in Fig. 7
corresponds to a cut of the surface of Fig. 6 along ©21 = 0.025. Analo-
gously, Fig. 8 corresponds to a cut of the same surface along ©; 7 = 1.
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TS
[

—+- Dir, derivative == Throughput

i i i i i i i i i

01 02 03 04 05 06 07 08 09 1
Theta(21)

Fig. 10. Change of the throughput (01,1 = 1)

[\¥
[it




26 T. KOLTAT and 5.

OZANO

Table 8 e

Routing sensitivity information of example 2 at O;;M-)
P[00 Op1 ©12 Oa1 O22
Class 1 -0.8201 -1.8359 -0.4597 -0.6850
Class 2 -0.4126 -0.9236 -0.2313 -0.3446
OT Py /00:s  -1.2327 -2.7596 -0.6910 -1.0297

5.8. Discussion

In both examples the conditions on the product form distribution require-
ments were met. Some noise. however, can be found in the results. The
directional derivatives at the local optima are not exactly equal to zero.
One reason of this noise is that, although the simulation run length was
rather long, the effect of the transient period still could have been experi-
enced. Another reason is that a random process was used for selecting the
various routes, with probabilities equal to the required routing mix. Due
to the random nature of the process, the real visiting ratios were slightly
different from the L_\_OPCL»Ld ones. The noise is wecmlk strong at the ex-
treme points (O = 7 0) where small deviations from the expected
routing mix have a sirong effect on the results. Therefore a careful experi-
menteal design is required when the throughput gradient is compumd near
these values,

8. Summary

In this paper, the problem of estimating the sensitivity of the throughput
wit T

of a FMS with respect to the routing mix has been studied. The complex-
ity of the throughput function precludes an analytical approach for the

general case (multiple class, multiple server, etc.}. The proposed method
is based on using perturbation analysis of discrete event dynamic systems
for gradient estimation. Some theoretical results from queuing network
theory are also taken advantage of. Numerical results confirmed the fea-
sibility of the proposed approach. The robustuness of the calculation when
the required conditions are not met, the utilization of the results in opti-
mization procedures, or to design efficient routing control, are topics for
further research.
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