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into the three classes of the orthodox model.

article describes the most important classical decision criteria based on the
rthodox uncertainty types. It reviews briefly some previous criticisms of them, which

o two aspects:

the different criteria give very different results {from the same data,

each of the criteria is incompatible with cne or more reasonable requirements of

consistent choice.

The paper shows that the problem is not that the mathematical algorithms of these
criteria are not good enough, but that their common conceptual starting point is false.
Therefore any decision criteria of this kind is unacceptable.

aho paper examines the famous St. Petersburg paradox and shows that

! ation of the ex ed payofl is based on a false assumption. Correcting the

uation rhe paradox disappears ;md the correct equation does not lead to the conclusion
1t the expected payoiff is not appropriate for valuing uncertain prospects.
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1. Introduction

The aim of the present paper is the critical re-examination of some classical
theories of decisions under uncertainty:
— the classical types of uncertainty,
- the classical decision criteria,
Bernoulli’s St. Petersburg paradox.

The goal is to judge their relevance to real-life decision making.




2. Notation

The following notation is used:
;= index for actions

number of actions (i = 1...m)
A action 1?

3 -
Il

i

j = index for states of nature

n = number of states of nature (j = 1...n}
S; = statej

p; = probability of S;

Vi; = outcome value of consequernce ¢j

E; = expected monetary value (EMV) of 4;

opt = index for optimal choice
W = Wald’s security level of 4;

g; = Hurwicz's optimism level of 4;

z = Hurwicz's optimism-pessimism index

R;; = Savage’s regret (loss) of 4; given that S; is the true state of nature
Y; = Savage's index of worst regret of A4;

L; = Bayes’s and Laplace’s expected value of 4;

t = index for tosses in Bernoulli’s St. Petersburg gamble

T = number of tosses in the modified St. Petersburg gamble (i = 1...7)

3. Criticism of the Classical
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‘ucturing a decision preblem three
states of nature (states of the world).

courses ol action, and
~ consequences {often represented by their outcome values).

factors is shown iu

The well-known classical decision table of these three
ble 1
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The consequence of any action is derermined not just by the actior
itself but also by a number of exterual factors, which are bevond the contro
of the decision maker. By nature (or the world) we mean the complex
entirety of these external factors, in other words the object about which
the person is concerned. A stafe of nature (or the world) meaus a complete
description of the external factors. leaving no relevant aspect undescribed.
The true state of nature (or the world) is the state that in fact obtain. i.e..
the true description of nature {FRENCH, 1986; SAVAGE, 1972).

Decision problems have conventionally been categorised according to
the decision maker’s knowledge of the state of nature.
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Table 1
A general decision table with the consequences represented by their outcome values

Values | & S S e Sn
\

A | Vi Vi Vi . Vi

A 2 Vas ... Vaa

st type uncertaanty: states of nature are unknown.
nd type unceriainty: states of ni
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probabilities
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tender for a contract. States of nature are the possible sets of competitors,

i.e. all combinations of the potential applicants. If the number of potential
£
1

applicants is a. then the number of states of nature is 2a because each o
them either submits a tender or doesn’s.

If we know every competitor then we know every state of nature at
the same time. It can happen only if the call for tenders is exclusive or the
nature of the business is so special that the existence of new, previously
unknown entrants can be precluded (nuclear technology, satellites, etc.).
But this case is not typical, to say the least. The other extreme is also very
difficult to imagine, when we don’t know any competitor of us in our busi-
ness. In real life we almost always know some of our present competitors
and potential new entrants while we don’t know some others.

The same applies to the probabilities. If there has been a lot of calls
for tenders of the same type then we know the relative frequencies of the
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Table 2
Different names of the types of uncertainty

Types Names Authors

Ist non-structured uncertainty Kaufmann, 1968

2nd structured uncertainty

3rd chance

1st uncertainty in narrower sense Szentpéteri, 1980

2nd uncertainty in wider sense

3rd risk

Ist ignorance Collingridge, 1982

2nd restricted uncertainty

3rd risk

2nd uncertainty Baird, 1989; Baumol. 1977;
3rd risk Dannenbring - Starr, 1931;

Forgionne, 1986: Jéndy. 1975;
I\.m‘etomvz - Pea,rman. 1981
Knight, 1921; Oberstone, 1990

2nd strict uncertainty French, 1986

3rd risk

2nd vague uncertainty Budescu ~ Wallsten, 1987

3rd precise uncertainty Dummet, 1975: Wallsten. 1990

different sets of applicants so far. But the complete knowledge of the prob-
abilities would imply unchanged set of competitors as potential applicants
ss concerned. The
other extreme means that this is the very first call for tenders of that tyve.

for a long time, without any new entrants to the busin

that's why we don’t know relative frequencies at all. In real life there are
older and newer competitors, so we know some of 1
precisely, some of them less precisely, and some of them can be unknowu.

It follos 1¢ foregoing that the types of w
arranged along one axis than in the orthodox model. 1
states of nature and the knowledge of the probabilities are tw
dimensions. On the same level of our knowledge of the states o
the possible sets of applicants, our level of knowledge of their probabilities
can differ from each other very much. For instance, if we get newer anc
more precise business statistics then our knowledge of the probabilities will
get more certain, while our knowledge of the states (because of the unknown
new entrants) won't change. It is possible that our knowledge about the
probabilities of a very limited number of states improves dramatically, while
we still don’t know the vast majority of the states of nature at all.

It is very easy to give several more similar examples. The extreme
cases of the orthodox model occur very rarely in real life. What is typ-
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ical in reality that our knowledge of both the states of nature and their
probabilities is fragmented more or less.
4. Classical Decision Criteria

On the basis of the orthodox types of uncertainty several decision criteria
have been developed.

here is a widely quoted apd accepted criteriOD for decision making und

o

Ao
<t 5

e

A
Suppose that we can assign probabﬂities P1.P2,-...Pn to the n states
of nature. With the outcome values Vi; when the decision maker takes
action { and nature is in state j, we can calculate the expected monetary
ision-maker’s action 4; by Eq. (1):

L ,
N R
Ei = LP B Vi ij. (1)
j=1
The EMY criterion requires that the decision maker takes the action with
maximum F;
choose Aopt such that Eop _ma {.42} (2)

Decision Criteria under 2nd Type Uncertainty
The first decision criterion we examine is Wald’s maximin return (WALD,

1950). Under the action A; the worst possible consequence that can occur
has a value to the decision maker of

W: = m"i{l{v;j . (3)
J =

Wi is called the security level of A; and means that A; guarantees the
decision maker a return of at least W;. Wald suggested that the decision
maker should choose the action which has the highest security level:

choose Aopt such that Wep = m_rglx{W}}. (4)
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Hurwicz developed an optimistic criterion by considering the best possible
outcome for each action. Define the optimism level of 4; to be:

H; = max{Vi;} (5)
s=1

Thus H; is the value of the best consequence that can result if 4; is taken.
Hurwicz’s mazimaz return criterion is:

mn ~ R
choose Aopt such that Hope = max{H;}. 16)
d=x1
Hurwicz proposed taking a middle course between extreme optimism and

pessimism (HURWICZ, 1951). He introduced the optimism-pessimism index
z which is specific to the individual decision maker and is applicable to any
decision problem that faces

0<z>1. 1Tl

o

iurwicz recommends the decision rule:

o

sequences of oth
The regret R;; is
1 oo

Savage himself called R;; ‘loss’, not ‘regret’, but it became famous as ‘re-
|

gret’, against his will.

some have proposed to call loss ‘regret’, but that
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T 1pretauo as that the loss necessarily becomes known to the person.’
(Savage, 1972, p. 163).

The Bayes-Laplace criterion (often called just Laplace criterion) em-
ploys the principle of insufficient reason which postulates that if no infor-
mation is available about the probabilities of the states of nature, it is only
i they are equally Ii‘:ely. (BaYES, 1763; LAPLACE,

s of n:

/n.
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probability of each is
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5. Brief Summary of Barlier Critigues of Decision Criteria

problem is met on a large number of
ind - action which, when repeatedly
t decision problems are of a ‘one-
number of repetitions. In such
ca the app-lcablh ty of t 1 may be questioned. Two points
may be made in defence of this criterion. Firstly, although a decision
may be ‘one off’ it 1s likely that dec1s1ons of similar importance in terms
of the size of their payoffs will be taken regularly by people in the same
organization. J.hub although on a single occasion an action may have been
taken which with hindsight appears to be a poor one, the experience has
to be balanced against more favourable occasions. (...) The second point
is that even when the decision has to be viewed as stmcthf ‘one off’ the

EMYV criterion is a reasonable way out of the inherent dilemma of taking
the risk! as it gives an appropriate weight to each possible payoff outcome.
Some action has to be taken. and nothing will remove the chance of ‘being
wrong’.’ {GREGORY, 1988).
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we should point out that the EMV criterion is very widely used
in practice. Many people would argue that it is even appropriate to apply
it to one-off decisions since, although an individual decision may be unique,
a decision maker may, over time, make a large number of decisions that
involve similar monetary sums so that returns will still be maximized by the
consistent application of this criterion. Moreover, large organizations may
be able to sustain losses on projects that represent only a small part of their
operations. In these circumstances it may be reasonable to assume that risk
neutrality applies, in which case the EMV criterion will be appropriate.’
(GoeDpWIN — WRIGHT, 1991).

So the limitation described above doesn’t mean that the EMV would
be mathematically or conceptually incorrect.

There are some further objections against the EMV criterion. ‘It
should be also noted that the EMYV criterion assumes that the decision
maker has a linear value function for money. (...) A further limitation
of the EMY criterion is that it focuses on ouly one attribute: money.’
(Goomf[\' - WRIGHT, 1991).

hese latter objections cannot be accepted at all. We can use Eg (1)

and Lh € maximum ex pecmd value criterion with uti values as well, using

different kinds of utility functions. In this case we call it EU (er«.peued util-
ity) instead of EMV. k\LL ANN ~ MORGENSTERN. 1944: TVERSKY, 1967:
HAMPTON et al,, 1973; KAMIETOWICZ — PEARMAN, 1081: etc.) “x'e can also

use Multiple Criteria Decision Making (MCDM) »
calculating multi attribute utility values. Instead of simple 1-1011etary out-

come values we can use any kind of scores, so this limitation simply does
not exist.

it was substantiaily important to clarify that the EMV (or EU} cri-
terion is absolutely correct because the conceptual criticism of 2nd type

1
decision criteria (in chapter ) is based on this assumption.

5.2. Problems with 2nd type Decision Criteria

iy

decision criteria for 2nd type uncertainty have been criticised for
— the different criteria give very different results from the same data,
— each of the criteria is incompatible with one or more reasonable re-
quirements of consistent choice.
The classical example of the first point is shown in Table 3 (MILNOR.
1954).
Clearly Wald’s criterion will pick Ay, Savage’s criterion will pick Ag,
and the Bayes-Laplace criterion will pick A;. Hurwicz's criterion will pick
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Table 3
An example for comparing the results of different decision criteria (MILNOR, 1954)

Sy Sy S3 Su W: H; R; L;
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Ay i3 6 0 0 3 1 0
An for any z < 3/4 and Ay for any z > 3/4. If r = 3/4 then we can’t
c between A2 and As.

hoose betw
Milnor stated ten ¢ for reasonable decision criteria (MIL-
NOR, 1954). E nch omitted some of them and added some new ones, and
stated eight p ciples of consistent choice as axioms (FRENCH, 1986) They
both found that } 1ere are some requirements which are met by all criteria,
but none of the criteria meets every requirement. Table 4 shows an extract
of Milnor’s and French’s results, showing only the axioms which are not
met by one or more decision criteria (MILNOR, 1954: FRENCH, 1986).
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Table 4
Tncompat;lnl ity of decision criteria with some principles of consistent choice (extract from
MivNoRr, 1954; FreENCH, 1986) + indicates compatibility, — indicates incompatibility
Wald Hurwicz Savage Bayes—Laplace
Independence of + + - +

irrelevant alternatives
Independence of - - + +
addition of constant to a column
Independence of 4 + — £
row permutation
Independence of i + + -+ -

column duplication

Convexity : -+ - + +

Independence of irrelevant alternatives demands that the ranking of two
actions in a decision table should e independent of any other actions that




88 5. paras

are available. In other words the ordering between old rows should not be
changed by adding a new row. This axiom is also called row adjunction.

Independence of additron of constant to a column means that the or-
dering should not be changed by adding a constant to a column. This
axiom is also called column linearity.

Independence of row permutation is illustrated in Table 5. (FRENCH,
1986). If the decision maker knows nothing about the probabilities then it
is reasonable to be indifferent between the two actions in the table.

Table 5
An example of row permutation { FRENCH, 1986)

i
\ S5 Sy S
4, % 6 0 3
i
Ay 0 5 5]

¢ about the probabilities then we

Ta

ble &

1

1 fof column duplica 108G
La) iy
i .
: ey
S <, o7 g (S < B <}
L3 22 | b Sy
Ay 9 4 PR N T
i :
P G 1, ! ) 5 6 6 0

Convezity:
altt
should

i
P 3

criterion is the one by Baves and Laplace. “A rule {...) has been widely
adopted, generally under the title of the principle of non-sufficient reason.
down to the present time. This description is clumsy aud unsatisfactory.
and, if it is justifiable to break away from tradition, I prefer to call it
the principle of indifference. (...) This rule, as it stands, may lead to
paradoxical and even contradictory conclusions.” (KEYNES, 1921).
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There are several illustrative examples of unknown but unequal prob-
abilities in the literature, criticizing this disreputable principle. (TOD-
HUNTER, 1865; KEYNES, 1921: SAvAGE, 1954; LANGE, 1964; FRENCH,
1986; etc.) There is no need to quote any of them because anvone can
easily create as many e °"amples of this kind as he or she wants. The reason
for assuining equal probabilities is obviously exactly as insufficient as any
other probabilities in a 2nd type uncertain decision suuatwon ‘In fairness

to James Bernoulli (1654-1705) who first stated the principle of insufficient

reason, the claim for this prin mpie was merely that f there is no evidence to

believe that one outcome is more likely than any other, then all outcomes

should be judged to have the same probability. Tli i certalnly not the
< ¢ 10T

Is it the probles

enough? Shoulc
7
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n paragraph 5.1 we found that the EMV (EU) criterion is absolutely
correct, and accepted Egs. (1) and (2) as the appropriate way of choosing
he best action. Considering these equations the difference between 2nd

and 3rd type uncertainty is that under 2nd type uncertainty we don’t know
the p;; values. So the common basic principle of every kind of 2Znd type
decision criteria is that we can say which sum of products 1s highest without
knowing one of the multiplicands of every product!!i *No kind of ‘principie’
substitutes missing information, just produces the illusion of exactness.’
(PaTaKi, 1989,

Hurwicz’s optimism-pessimism index, z, perhaps might be considered
a kind of estimation of the unknown pwbabilities. This kind of estimation
is usually called ‘subjective’ or ‘personal’ probability. But this criterion
(like Savage’s and Wald’s) considers only the two extreme payoffs. If we
considered all states of nature with their subjective probabilities then we
would be back to the EVM (EU) criterion. But Hurwicz neglects every
state with non-extreme payoffs, regardless of their potentially extremely
high probabilities.

The problems of 2nd type uncertainty can’t be solved with tricky al-
gorithms just with information gathering, which means getting closer to
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3rd type in the knowledge level spectrum described in the criticism of the
classical uncertainty types in chapter 3.

7. Criticism of the St. Petersburg Paradox

One of the most famous theoretical decision situations under uncertainty
is the St. Petersburg gamble. (BERNOULLI, 1738)

‘Suppose that vou have the opportunity of playing the following game.
A fair penny will be repeatedly tossed until it falls *heads’. If this occurs on
the i toss, vou will receive £ 2°. How much would you be prepared to pay
to play this game once? Consider your expected payoff. The probability of
a fair penny first landing ‘heads’ on the t* toss is (1/2)%. So vour expected
payvoff is

o
H=

(73

oc
T

':Zl:x. {

1

i

i

Thus, however much vou pay to enter the game, vou may expect to wir
more. It would seem to follow, therefore, that vou should be willing to risl
everything that vou possess for the opportunity of playing this game just
once. Yet. of course. no one would consider such a course of action to b
rational.

(’J

The moral o
necessarily the ¢
(FRENCH, 1986).

Is the St.
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! / aluc 1S not
appropriate 1Cor \ahi g this kin tersburg paradox is
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If we want to draw a lusion to th‘ behaviour of real douswon
makers then we must not set out from the premise of absolutely unreal
decision makers. Human beings are mortal, so they have only limited timuc
for playing this game. It means that the number of tosses. T, must be a

finite number. If we correct Fg. (14) this way than the expected payofl 1s:

T \ T
Sa/2t=>1=T (13)

=1 =1
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It means that it is worth to pay for entering this game any amount of
money which is less than £ T, supposing that:

— the maximum number of tosses in a game, T, is fixed or at least can
be estimated;

— the number of games is high enough to be considered statistical, oth-
erwise probabilities could not be applied. (Infinite number of games,
of course, would also require immortal gamblers.)

One game of unlimited number of tosses is absclutely unrealistic. A
statistically high numbcr of games of limited tosses is realistic, but does not
implicate the conclusion that expected monetary return is not appropriate
for valuing uncertain prospects.

he mathematics of rationality’ in the
s ). I would call the theories criticized
above ‘the *1-athe*1 atics of irr 1t1ona1ily’, no matter how famous they are.
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