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activities, 1. e.
ev

i ¢
can be multi-level when the higher level resources are broader categories contammg every
kind of resources which can be substituted regarding one or more activitips Usua”v
substitutability is not 2 general feature but refers only to some particular activities. This
article:

- defines this kind of substitutability,

- describes a tree-structured model of this special kind of hierarchical substi
neasure of substitutability, called ‘substitutability coefficient
t

./’

he original mathematical formulas:

the constraints of higher level resources in the hierarchy, and
- for determlmnd the feasible solutions {a set of inequalities},

taking the hierarchical substitutability of resources into account.
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{eywords: zerc-one programming, resource allocation, substitutability.

Different types of mathematical programming are well known in manage-
ment science and are widely used in managerial practice for optimizing
different sorts of objective functions subject to different sorts of constraints.

‘Resource allocation problems are concerned with the allocation of
limited resources among competing activities so as to optimize some objec-
tive. In certain applications there is a single limnited resource, e.g., money,
whereas in others, hundreds or thousands of resources must be allocated
prudently. (...) Careful allocation of limited resources is, therefore, needed
on different levels, starting from strategic long-term planning down to
weekly, or daily, production scheduling.” (KLEIX and Luss, 1991).

One of these methods is zero-one programming. The author realized
a major limitation of the original method when he tried to apply it to real




resource allocation problems and developed a new algorithm tc eliminate
this limitation.

)

2. Zerc-one Programming

The following notation is used:
' = index for resources

7
j = index for activities

k = index for sets of activities (solutions)
» = number of resources (t = 1...7)

@ = number of activities (j =1...a)

¢; = amount available of rescurce ¢ (constraint ¢) ;

s; = substitutability coeflicient of resonrce ¢
d;; = amount of resource ¢ needed for activity j (demand ij)
w; = weight, representing relative importance, associated with

F
L
activity j (objective function coefficient 7 )
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If there is only one ¢; resource limit lower than ih
a particular solution then solution & is not feasibizs
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2.8. Optimal solutions

The third step is tc choose the best feasible solution or solutions. At this
point, it is necessary to make a distinction between the two basic versions
of 0/1 programming depending on whether the objective function is given
on a quantitative or on an ordinal scale.

The above mentioned types of scales of measurement refer to the
classical types defined by STEVENS (1846, 1651). This classification has
become widely accepted and has been used without any change up to now.
‘... measurement, in the broadest sense, is defined as the assignment of
numerals to objects or events according to rules. The fact that numerals
can be assigned under different rules leads to different kinds of scales and
different kinds of measurement.” (STEVENS, 1946).

Nominal scele numerals are used only as labels or type numbers, so
words, letters, colours, etc. would serve as well. Two types of nominal as-
signments are sometimes distinguished: one with unit classes of one mem-
ber each, and another with more than one member in each class. This scale
has the so-called ‘substitution (or permutation) group’ structure because
it remains invariant under any ' = f(z) transformation where f(z) means
ny one-to-one substitution.

Ordinal scale arises from the operation of rank-ordering. This scale

Y]

v
Vs
=]
[
Q
ey
-
jaui}
1=y
Q
[
o
Q
1o
)

A
=
g
@

v
v

'
¥

Ity

s
but dividing differences of interval scale numerals is valid because in this

case constant b, which defines the zero point, disappears during the sub-
tractions.
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invariant where ¢ # 0. All kinds of ma thematical opera‘tmns are app‘t-
cable to ratio scales. Interval and ratic scales together are often called
quantitative scales.

The more conventional a

,..4.

1d beiter known version of §/1 programmin
is the one with a quaﬂ’cita,tive bjec‘twe Lupctmn (see e.g. DANNENBRING
and STARR, 1881). In this case every activity has a quantitative w; ob-

~

jective funciion ceoefficient {e.g. mone JJ} which expresses how favourable

d ; T I
ones together, because we only know rankings. Solutions A1 and A2 + A3
are not comparable on an ordinal scale. Such solutions are called aliernate
optimal solutions.

What is of particular interest is that the number of non-comparable
solutions increases exponentially as the number of activities increases. Ta-
ble 1 shows this trend as BARTEE (1971) calculated it. The results show
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case, ‘large lorry capacity’ and ‘small lorry capacity’ separately or just ‘lorry
capactty’ alone? (A huge number of “iu_ilar examples could be given with
skilled workers of different qualifications, different types of manufacturing

J.
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sages of the word ‘substitutabilit
;ence (see e.g. KLEIN AND LUSS,

522

Substitutability can be multi-level, for instance, if we have open and
ionzes, cooled and not cooled closed ones, and different sizes of ev-
Ty t/ Fig. 3 shows such a multi-level subshtutab lity structure. The
epresent resource categories and the links represent substitutability
tloﬂs First-level categories (the leaves of ’sreea) represent the finest cnf—
ntiation between our resources (the ‘real’ resources, if you like). Second-
evel ¢ a.‘ceo'o,.l es contain those first-level cnes which are substitutable for at
I ies represent those categories

asi: one activity. In Fig. 8
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subs wtu‘cable with any other ones. Resou:c s 5 and 6 are substitutable for
one or more activities, and both are substitutable with resource 7 for

more other activities, but these three resources are not substitutable with
others for any activity.
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ZERO-ONE ALLOCATION OF SUBSTITUTABLE RESQURCES 79

vity j needs resource 5 and/or
ands w

an'gij' N

a

N - X« - .
J (di+ ) sidujyze; <o for every 1.
i=1 P

j=1 :

In other words and in another mathematical formula: the amount available
of resource 7 must be reduced by the amount defined on lower levels in

T'a

he two wordings and the

A computer software for 0/1 programming with substitutable resources
was at first developed for testing the new algorithm and for demonstration
purposes only. (PATAKI, 1889/a). Since then a professional, user-friendly
version has been developed in the author’s department for general pur-
poses. (CSEGENY, 1992). A complex decision support system (DSS) is
being developed, containing the substitution algorithm described above.
This DSS development project is supported by the National Institute of
Technological Development (OMFRB).
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