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Abstract 

Ca$e-Based Rea$oning (CBR) has become a relevant alternative to the classical ruL~­

based approach in expert systems because it gives valuable information about the current 
problem by comparing it to previously analysed problems. CBR, however, does not ll1<lke 
supernuous the analysis of problems in themselves. This paper presents a novel framework. 
called Case-Based Decision Making (CBDM), which is a special combination of CBR and 
Multi-Attribute Utility Theory (MAUT). The framework is applied to simulate judges' 
legal decision making by modelling case law and the 'doctrine of precedent'. First, the 
current decision problem is transformed into a decision matrix with two columns which 
is compared to matrices generated from previous problems, and we measure the distances 
between them. Finding a suitable distance measure is crucial. Decision, however, is not 
only based on nearness, but we also consider preference relations on alternatives ,me! 
cases. Finally, global similarity between cases is defined from distance and preference. 
The technique can be used for any decision problem in which the number of alternatives 
can be reduced to two. The existence of a 'case-base' filled with previously evaluated 
problems is essential. The model has been implemented in a spreadsheet-based computer 
program, DEBORAH, that operates as a decision support tool allowing the user to set 
optional measures and functions for experimentation. 

Keywords: case-based reasoning, multi-attribute utility theory. similarity measure, di:;­
tance measure, legal expert system. 

1. Introduction 

Case-based reasoning (CBR) seems natural to be used in many applications 
areas, e,g. in law as a model of case law. The effectiveness of CBR, however, 
can be improved if it is combined with other, mathematically more estab­
lished theories. The most typical combinations are with rule-based reason­
ing (GOLDING and ROSENBLOO!lf, 1991; RISSLAND and SKALAK, 1989). In 
our novel architecture Multi-Attribute Utility Theory (MAUT) was chosen 
to be amalgamated with CBR. 
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Our task is to develop an expert system model for.judges' legal deci­
sion making process concerning civil law cases. On the legal side, we have 
to consider not only the system of case law and the 'doctrine of precedent', 
but also the elements of judges' subjective judgments. In legal decision 
making based on the doctrine of precedent, there are two steps in rough: 
1. selecting precedents 2. drawing a decision using the most similar prece­
dent. These steps will be modelled in this paper. 

In case law, the more similar cases are, the more chance for them to 
have the same outcome. First, we determine the distances between the 
current case and other previous cases. Suppose that there is a decision 
space where cases are represented. The usual method in CBR approach is 
that the distance value is one-dimensional and the nearest case is selected, 
i.e. the one which has the smaliest distance value from the current one. 
Thus, the outcome of the nearest case would also be the outcome of the 
current case. There are some problems with this model: 

1. It is too rough to map the difference of many-dimensional objects 
into a single numeric value and draw a decision from that. 

2. Since law is not an area which could be represented in a topological 
space, the classical measures (e.g. Euclidean) cannot be used in themselves 
to map the real similarity of cases. We shall distinguish nearness and 
similarity. Thus, we have to define a specific similarity function and then 
tune it to obtain the most appropriate results. 

3. The most similar case may be a borderline one and therefore cannot 
be declared anything certain even about a very similar case to it. 

In our approach, to tackle these problems (except the third one) we 
also apply a classical normative decision method, W-hen 'Ne con­
sider a legal problem according to the classical decision analysis, we choose 
one alternative of two. In order to do that, one has to define a preference 
relation on the set of alternatives and decide 1vhich of theIl1 is preferred. 
IvIATJT' sonle te,:11J:Ucl Ut;S prei~;re:nc:e relation should deter-
mined. In a lot of cases, however, cannot be but there is 
indifference between the alternatives. How can we decide even so? CBR 
can assist. Section 6 below presents experimental evidence that in fact 
the combination of and provides improved and more reiiable 
decisions than any of these methods in itself. 

Let us summarize the steps of the CBDM model (see Fig. 1). First, 
we transform legal cases into q x 2 dimensional matrices of numerical values 
using MAUT. The next step is the application of CBR. 'Ne map thee sub­
traction of matrices of the current case and one of the previous cases into 
a distance value. Distance between decision matrices reflects the nearness 
of two cases, but not the real similarity of them. Afterwards, a MAUT 
step comes again, we also define a deviation value using utility functions. 



COMBINATION OF CBR AND MAUT 7 

Dec ision 
Matrix 

Case Distance: Case Preference: 

Distance - (J Deviation - 0 

Decision: 
Similarity - S 

Fig. 1. The process of Case-Based Decision 

Deviation means the difference in judgments of the alternatives of a case. 
Finally, in the decision step, similarity is defined and we select one of the 
parties as the winner of the case using the outcome of the most similar 
precedent. 

Concerning the user, our aim is decision support and not the substi­
tution of judges' decisions (VAMOS, 1991). CBDM is a framework which 
the user can customize. The user can experiment with parameters to tune 
them. Thus, the user can consider which are the parameter values of bor­
derline cases, i.e. the values of an indifferent judgment, and how parame­
ters can be modified to get preference to one of the alternatives. Subjective 
elements in legal decision making can also be simulated by tuning the pa­
rameters. Our approach is also feasible to check consistency of decisions 
which were made in the past. 

For what kind of decision problems can our method be used? There 
is only restriction concerning the number of alternatives. We can manage 
only two of them. This means one has to reduce the set of alternatives into 
a set of two by applying some filtering methods. Of course, this limitation 
does not mean constraint in legal cases. 

The model has been implemented in a spreadsheet-based computer 
program, DEBORAH, that operates as a decision support tool allowing 
the user to set optional measures and functions for experimentation in a 
particular area. The potential application area of this system can be any 
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decision problem where there is a memory of previously analysed cases. 
Legal and medical applications seem natural, since there can be found large 
databases of precedent legal cases, and the medical records of previous 
visits, respectively. But of course, there are other application areas as 
well, e.g. intelligent data retrieval where matches are not perfect, but the 
system should find similar occurrances. The record of major changes in 
stock exchange share prices with underlying reasons can also be considered 
a case-base. 

2. Formalism 

Suppose that we confront with a general decision problem over two al­
ternatives. The following concepts and notation will be used throughout 
the paper. vVe consider q attributes to describe the features of problems. 
The alternatives of a problem will be denoted by their vectors: x T = 
(:.q,X2, ... ,Xq), and yT = (Yl,Y2, ... ,Yq), respectively, where Xi,Yi E R 
are the utility values of the alternatives with respect to (w.r.t.) the ith 
attribute. Semantically we differentiate between them as x is the first al­
ternative and y is the second one. The alternatives of the current problem 
are denoted by a and b. 

Let = (Wl,W2, ... ,Wq ) a weight vector, where Wi E [0 ... 1] is the 
importance weight of the ith attribute. 
DEFI:\ITION 1. Bya case vve shall mean the q X 2 decision matrix (decision 
table) of a problem. The two columns will be distinguished and we will 
refer to them as the first column and the second column. Thus, the current 
case will be denoted by C = [a,b]. 
DEFI:\lTION 2. Let ... ) be called case-oase, the set of decision 
matrices of previously decided cases. The case-base, in our application, 
contains cases of a particular legal domain, that is matrices of the same 
form and interpretation. 

The cases in the case-base belong to one or several of the following 
categories: 

a) Every case in the case-base will be called previous case since they were 
decided previously and have unambiguous outcome. 

b) Precedent cases are previous cases which are near enough to the cur­
rent case. Distance will be precisely defined in Section 4. 

c) Relevant precedent is the most similar precedent case to the current 
one and its outcome will determine the outcome of the current case. 
Similarity will be defined in Section 6. 



CO.\fBiNATION OF GBR AND !tfAUT 9 

DEFINITION 3. Let nO be called outcome function, which gives the outcome 
of a previously decided case: 

-? {I, 2}. 

An outcome '1' means in law that the plaintiff VlOn and '2' means the 
defendant, respectively. The outcome of every previous case in the memory 
is expiicitly stored, thus this function is in fact a retrieving operator. 

It is important to emphasize that cases with equal matrices must have 
the same outcomes in our model. (This is not certainly true in because 
the meaning of concepts and attributes may change from time to cmd 
judgments of judges may also vary.) 
DEFli'\ITIO~J 4. Let be an tin/ira-case J disiance bet\7Jeen the columns 
of a case: 

X -? {1,2}. 

. .. , 
Let us go into details concerning the steps of the CBDM process. 

3, Decision J\llatrix of a Case 

The first step of the CBDM process is converting the legal case under 
investigation into a decision matrix using MAUT. In this paper, this step 
will not be described in details because there exist well-known methods in 
MAUT which can be used. (FRENCH, 1988; \VINTERFELDT and EmvARDS. 

1986). Of course, the process of conversion is not trivial and there are 
several difficulties in knowledge elicitation, but our focus is not on this. 

A legal case can be considered as a decision problem with t\VO al­
ternatives, i.e. the plaintiff and the defendant. Both should be evaluated 
w.r.t. several attributes. Thus, the main task here is to determine the 
attributes which express the relevant features of a particular legal domain 
and by which the judgment of alternatives is influenced. Suppose that a 
list of attributes is determined and there is no hierarchy among the at­
tributes. The value of the jth alternative w.r.t. the ith attribute is Vij. 

Since the values of different attributes are of different kinds, there is a need 
to transform them into the same range. In MAUT, utility functions can be 
used to make the attribute values comparable. Thus, Ui( Vij) is the value 
of the decision matrix referring to the ith attribute and jth alternative. If 
j = 1 then the ith value will be denoted by Xi, if j = 2 then by Yi. By this 
notation, a decision matrix can be written as [x,yJ. In addition, we have 
to determine the weights of the attributes. Since there are also well known 
methods (HWAi\G and YOON, 1981), we do not go into detail. 
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When a case-base of a particular legal domain is defined, we take into 
account that the decision matrices of cases must be comparable, i.e. the 
matrices must stem from the same list of attributes with the same weights. 

4. Distance of Cases 

We present an approach for how the distance between matrices with two 
columns can be measured. General measure functions do not exist, but we 
have to fix a particular function for each application. Of course, we do not 
consider the function below as the sole possible measure even for the legal 
domain. 

The task is to determine the degree of nearness between the current 
case and the previous ones from their differences, and find the nearest ones. 
Instead of defining nearness, a distance measure will be given. The smaller 
the distance between two cases, the nearer they are. 

Initially, the matrix of the current problem, which is denoted by C, 
and the matrices of previous problems (i.e. cases of the case-base) are 
given. 
DEFINITION 5. Let ClO be an 'inter-case' distance function between q X 2-
dimensional cases: 

Cl: X X X -t R. 

The Cl function can be defined m many 'Nays. A possible approach is 
that one-dimensional values are ordered to cases and the distance between 
them IS the subtraction of these values. consider another 

Let C = [ be the matrix of the current case and 
p 

expe:rllQ1,,:m;at;lOn In defined the distance 
measure as follows: 

+ 
\vhere = Ui - Si, 

are the criteria for the goodness of this measure? The distance 
value was defined such that it should meet the following requirement. We 
determined pairs of hypothetical cases, e.g. a pair is {A, B}, in which cases 
are about the same distance from the current case in legal sense. Thus, 
CI(A, C) and O'(B, C) must be equal or nearly equal. 
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The inverse of distance value expresses the degree of nearness between 
two cases. However, this does not always mean the similarity of cases. 
Giving a legal example, suppose that in the current case alternatives are 
totally equal, i.e. a = b, and there is a previous case Pi in which the two 
alternatives slightly differ only in one value. Although here CJ (C, Pi) is very 
little, Pi is quite different in quality because there is no doubt which of the 
alternatives should be chosen. Thus, we have to consider additional fadors 
to express legal similarity. Preference over cases will be defined in the next 
section for this reason. 

Our distance measure is not a metric, because it does not satisfy the 
triangle inequality. This comes from the nature of similarity. If A and Bare 
two cases with a subtraction matrix [0 1] and distance B) = 3.01, and 
Band C are cases vvith a subtraction matrix [0 1] aIld distance 
== 3~Ol, then the subtraction Inat ri:x: [0 2] of and C determille 
CJ(A, C) = 6.99 distance than the sum of CJ(A, B) and CJ(B, C). This is in 
accordance with the fact that CJ(A, B) and CJ(B, C) mean slight differences, 
CJ(A, C), however, means more noticeable difference betweeIl A and C. 

Those previous cases, which have big distance from the current one, 
are not iIl our scope of further investigation. In other 'llOrds, vve determine 
a limit CJmaJO such that only those cases will be considered precedents for 
which CJ(P, C) < CJ max . There is no definition for CJmax but its value comes 
from experiments with the actual problem. 

5. Preference of Cases 

We use now MAUT to define a preference relation on the set of decision 
matrices, which is based on the concept of preference relation on 
alternatives. 
DEFINITION 6. By preference over two cases we mean informally that the 
chance of deciding for the first alternative in the first case is greater than 
the chance of deciding for the first alternative in the second case. 

In legal terms, a case is preferred if the chance of the plaintiff for 
winning is greater in that particular case than in the other one. 

We start our investigation with the decision matrix of the current case. 
It is important to mention that the decision matrix here is not necessarily 
the same as the matrix for the evaluation of distance between cases. For 
the sake of simplicity we regard now the same matrices. 

If any of the alternatives has dominance over the other, the decision 
is unambiguous and we do not have to proceed further. 
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DEFINITION 7. By dominance we shall mean a binary relation between 
q-dimensional vectors, x and y, such that x dominates y iff Xi >= Yi for 
all i = 1, ... , q, and there exists at least one index j for which xJ > YJ. 

Let us assume that not any of the alternatives dominates the other 
in the current case. We represent preference between cases by means of a 
numerical function, called deviation. Deviation value, denoted by 8, gives 
evaluation of the difference vectors of cases and ranks them. The greater 
the absolute value of 8 is, the greater the difference in the global judgment 
of alternatives. 

We experimented with two kinds of functions using a global utility 
function on vectors, U, to determine 8: 

1. 6 = U(x) -U(y) 
2. 0 = U(x-y) = U(d) 

As a result of experiments we concluded that the latter formula is more 
useful for our purposes. We sought the precise deviation function in a form 
as follows: 

In our particular legal domain 
k = 10, and p = 1.6 

values turned out to be the most appropriate. 
DEFINITION 8. Let 50 be a deviation funciion on q x 2-dimensional cases, 
defined in our model as 

5 = 10 

pretc~rence can be defined by means of 5: 
DEFINITiON 6a. 1lTi,fi'·ri'71.~i' over two cases 'life mean the following 
relation: 

Pref (A, B) if! teA) > 
where A and Bare q x 2-dimensional cases. 

~ Fref 

01= 
0- 8 (Fa) o 

Indifference interval 

2 2 2 

Fig. 2. The scale of deviation values and the indifference interval 

+ 

D=2 
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Vlhen we order deviation values to all the previous cases in the case­
base, cases are mapped to the deviation scale (see Fig. 2). Note that 
previous cases with outcome '1' are clustering at the left hand side of the 
scale, and cases with outcome '2' at the right hand side. In the middle of 
the scale around 0, however, outcomes of cases are mixed. 
DEFINITION 9. By indifference interval we mean a segment on the deviation 
scale. The 51 and 52 endpoints of the interval are defined as follows (see 
Fig. 2): 

where is any precedent case which satisfies 

= 1, and for any : n(Pi ) = 1. 

where is any precedent case which satisfies 

n(PI) = 2, and for any 

From the definition it is trivial that if 6" (G) does not fall into the indifference 
interval then decision relies on the preference of alternatives. Fig. 2 shows 
that 

if Pref(Pa , G), then n(G) = 1, 
and 

ifPref(G,Pb), then n(G) = 2. 
In these situations decisions are made without using CBR. However, 

if 6" (G) falls into the indifference interval, preference relation does not help 
anything in the decision because there are cases with both outcomes to 
both directions from 5( G) on the scale. 

What are the criteria for the goodness of the deviation function? 
First, we defined hypothetical cases in which alternatives were not identical 
but judged about the same. Then, deviation value had to be 0 or slightly 
around it. On the other hand, the exponent was defined 1.6 and not 2. The 
reason was that e.g. [0 1 lIlT and [200 OlT columns should be indifferent. 

6. Decision 

Having determined the distance values and the deviation value of the cur­
rent case, we have all information that is needed to the decision. In the 
following, we discuss the decision process of CBDM. 

1. Check of dominance. First, we check whether any of the two alter­
natives dominates the other in the current case C. If there is dominance, 
decision is unambiguous. 
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2. Calculation of distance values. We calculate the distance of the 
current case from each previous case and determine the minimum require­
ment for similarity, i.e. O"'ma;v. Previous cases for which O"'(C, Pi) < O"'ma;v 
will be considered precedents and will be tested concerning their deviation 
values. 

3. Calculation of the deviation value of the current case, 8( C), and 
representing it on the deviation scale. 

4. If <5 (C) falls not into the indifference interval then decision is un­
ambiguous. 

5. Suppose now that the current case falls into the indifference in­
terval. Similarity will be defined to determine the precedent case which is 
most similar in legal sense to the current case. The closest precedent is a 
relevant precedent and its outcome will be proposed for the curr~nt case. 
Let us represent every precedent case in a 2-dimensional similarity space 
where the abscissa is the deviation value and the ordinate is the distance 
value from the current case (see Fig. 3). The distance measure of this space 
is nearly Euclidean, but the square of the distance value is multiplied by 
n1. m is a ratio factor for giving the relative importance of deviation and 
distance in determining the legal similarity. 

(} 

r,)--

01 8 (C) 8 (?=) 02 

Fig, J. Similarity space. Previous cases can only appear abo,'e the cun'e. 

DEFI:\iTIO:\ 10. By similarity of two cases, denoted by 5, we shall mean 

Thus, Pr is a relevant precedent if 

S(C, Pr) = maxS(C, Pi) = max 1{[8(C) - 8(Pi)]2 + m/'(C, Pi)}. 

Then Q( C) = Q(Pr ) is the proposed decision. 
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It is not trivial to determine m. The legal similarity value must reflect 
the legal expert's similarity judgment. The following test was made. A set 
of real legal cases were shown to a legal expert and she classified the pairs 
of cases into four groups: very similar, similar, slighily similar and not 
similar. On the other hand, the matrices of cases were compared and the 
similarities were calculated. As a result we could define intervals on the 
similarity scale which properly reflected the similarity degrees determined 

the expert. when the legal expert felt a pair of cases more 
similar another pair ,our distance measure sometimes gave bigger 
distance for the first Vile concluded that the defined similarity measure 
can properly classify previous cases in relation to the current one. 

VC)n(:eI"mng; the outcome of the current case, it is only advised and 
not considered as the substitution of the "1<-IO"P'", decision. The outcome is 
uncertain if the relevant preced.elJlt is a borderline case, and any change in 
it may alter its outcome. 

IS a spreadsheet-based program for implementing the CBDM 
process. On the one hand, it contains the case-base, the set of matrices 
of previously decided problems. On the other hand, DEBORAH is an 
inference machine which performs the steps of the decision process starting 
from the matrix of the current case. It calculates distance values, deviation 
values and similarity values. Finally, the proposed decision is the output 
of the program. 

It was emphasized throughout the paper that is a frame\vork 
which allows the u.ser to experiment with the tunable parameters of the 
system. 'Which are these options? First, the utility values of matrices 
can be modified, secondly, the weights of attributes. Moreover, m can 
be tuned in the similarity function. Of course, all of the functions can 
also be modified, but their alteration needs mathematical knowledge. \Ve 
concluded that the system can be a useful decision support tool for la;,'; 
students who can experiment with real and hypothetical cases to analyse 
the nature of legal similarity. 

8. A Legal Example 

Suppose that we face a decision problem of modification of a child custody 
order (DANYI, 1989). These cases belong to Family Law. The judge must 
decide whether the custodial or the noncustodial parent is more appropriate 
to give sole custody for the mutual child in the future, or joint custody is 
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desirable. We have the knowledge of this particular legal domain, that is a 
list of the most characteristic attributes was determined and a case-base is 
available in which dozens of similar cases are stored. (,Similar' here means 
that all of the previous cases were examined with respect to the same set 
of attributes as the current case.) The attributes we used are as follows: 

1. Child's primary interests (medical, educational considerations) in re-
lation to the parent. 

2. Conduct of the parent in relation to the child. 
3. Child's (expected) development in the custody of the parent. 
4. Wishes of the child (if old enough to express them). 
5. Impact of the parent's environment on the child. 
6. Improvement in the parent's global impact on the child. 
7. Material advantage of living with the parent. 
8. Additional factors of indirect impact on the child (e.g. parent's re­

spect for the law, etc.). 
An additional attribute is the age of the child, but this was taken into 

account in another way. The judgment of attributes is different for ages 
0-6, 6-12 and 12-18. We consider now only the 6-12-year old children. 
The weights of attributes here were determined by simply distributing 100 
points so that the points reflected the relative importance. 

In the first phase of the CBDM process, we have to fill in the decision 
table, that is determine the values of alternatives w.r.t. all attributes. 
Then, values are replaced by utility values from the [0 .. 10] range in our 
example. Suppose that IvlAUT methodology can be used and the decision 
matrix of utilities can be determined. We do not go any deeper into this 
step here. The meaning of attributes will be neglected henceforth and we 
shall operate only with matrices as mathematical objects. 

Children of age 5-12 

(~urrent Case 1 Case 2 Ca.se 
A .. ttr. \7V"ts cp ncp ep ncp cp ncp cp ncp 

0.2.5 5 ·5 5 .s .5 6 .s 6 
2 0.21 4 5 5 .s 6 .5 .s ·5 
:3 0.16 7 / 6 7 G ";' / 7 
4 0.11 9 6 9 () ~ ;3 ':I I 
.5 0.075 I 6 / / 
6 0.0/.5 6 :) 6 / G / (j 7 
7 0.06 4 6 .5 (j .j 6 ~I 4 
S 0.06 / G T / T ;; '. I I 

Distance 0.:3:3 1.06 0.66 
Deviation 0.19 0.·\:3 -0.26 0.01 
Similarity .s.9fi 0./5 2.12 
Outcome Cll,1odial Custodial \<lliclls1. .Joint (' ll,t, 

Fig. 4 Decision procc;.:s LTL the child tL'l!mpic. 
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The second phase starts with the input of the decision matrix (see 
Fig. 4).1 Since not any of the alternatives dominates the other in the 
current case, we make investigations into two directions. On the one hand, 
Vle apply the distance function to find the precedents and, on the other 
hand, the deviation function is applied to determine 6(G). Suppose that 
{; (C) falls in the indifference interval. In our three cases 
were investigated. The second case is too far from the current case because 
'Ne determined O"max 

the deviation values 
1.0 and therefore it is not a Concerning 

the third case is the nearest to the current one. 
However) similarity gives the final results (setting m = 1) and Case 1 
was proved the most similar. Thus, the custodial parent is proposed for 
outcome of the current case. 

Conclusion 

A general model \vas presented for improving the performance of case-based 
reasoning through multi-attribute utility theory. Consideration of prefer­
ence assists CBR through deeper case analysis. Conversely, precedents as­
sist utility-based decisions through comparing the current problem to pre­
viously decided problems. 'lile shmved that the decision system could not 
have achieved this level of accuracy with CBR or MAUT alone. Knowledge 
elicitation for determining attributes was not detailed in the presentation, 
but we are aware of its great significance. In the legal example attributes 
,vere fixed after long experimentation and several consultations. The model 
was implemented for the full-scale problem of child custody cases with the 
assistance of a legal specialist. Results indicate that the system performs 
as an effective decision support tool for law students. Future research 'Nill 
investigate how the different types of human decision makers can be mod­
elled in this framework by changing the distance, deviation and similarity 
functions. Moreover, efforts will be made to refine the process of fixing the 
attributes when a decision matrix is determined. \Ve also intend to extend 
the approach to decision problems with more than two alternatives. 
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