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Abstract
Traffic sign recognition is critical for advanced driver assis-
tant system and road infrastructure survey. Traditional traffic 
sign recognition algorithms can't efficiently recognize traffic 
signs due to its limitation, yet deep learning-based technique 
requires huge amount of training data before its use, which 
is time consuming and labor intensive. In this study, trans-
fer learning-based method is introduced for traffic sign rec-
ognition and classification, which significantly reduces the 
amount of training data and alleviates computation expense 
using Inception-v3 model. In our experiment, Belgium Traffic 
Sign Database is chosen and augmented by data pre-process-
ing technique. Subsequently the layer-wise features extracted 
using different convolution and pooling operations are com-
pared and analyzed. Finally transfer learning-based model is 
repetitively retrained several times with fine-tuning parameters 
at different learning rate, and excellent reliability and repeat-
ability are observed based on statistical analysis. The results 
show that transfer learning model can achieve a high-level 
recognition performance in traffic sign recognition, which is 
up to 99.18 % of recognition accuracy at 0.05 learning rate 
(average accuracy of 99.09 %). This study would be beneficial 
in other traffic infrastructure recognition such as road lane 
marking and roadside protection facilities, and so on.
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1 Introduction
Traffic sign recognition and classification are critical for 

advanced driver assistant system and road infrastructure survey 
(Li et al., 2016). Generally, traffic sign captured from visual 
cameras can be easily recognized and interpreted by human 
visual system. However, it is difficult to interpret for artificial 
machines due to some reasons such as occlusion, illumination, 
weather condition, exterior appearance of traffic signs, and so 
on. In order to eliminate influences of the existing issues on 
traffic recognition, substantial studies have been done to inves-
tigate automated traffic sign recognition methods, which can be 
roughly grouped into two categories: feature-based algorithm 
and deep learning-based technique.

Feature-based approach can be implemented by computer 
vision technique in two phases: (1) extracts useful features using 
the presented algorithms; (2) uses extracted features to clas-
sify traffic signs (Daugman, 1985; Liu et al., 2005; Dalal and 
Triggs, 2005). Zhang et al. (2010) use a binary tree of support 
vector machine (SVM) in local binary pattern (LBP) features 
for traffic sign recognition. Greenhalgh and Mirmehdi (2012) 
extract Histograms of Oriented Gradient (HOG) features from 
traffic sign images and utilizes a linear cascade of SVM for rec-
ognition and classification. Zaklouta and Stanciulescu (2012) 
describes multi-scale HOG features and evaluates recognition 
performance using various classifiers, such as random forest 
classifier and SVM. Although feature-based approach can pro-
duce acceptable results on traffic sign recognition, it appears 
two limitations: (1) hand-engineering features need special-
ty-oriented knowledges and skills, which require both human 
expertise and labor; and (2) hand-engineering features are inca-
pable to represent overall feature of traffic signs, resulting in 
unsatisfied recognition results.

With the development of deep learning technique, deep 
hierarchical neural network has drawn great attentions for 
traffic sign recognition. As German Traffic Sign Recognition 
Benchmark (GTSRB) is held by the International Joint 
Conference Neural Network (IJCNN) and IEEE Computational 
Intelligence Society (CIS), various deep learning-based mod-
els are designed and presented. (Tang and Huang, 2013; Tian et 
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al., 2014; Mao et al., 2016). Notably, Ciresan et al. (2012) 
describes a multi-column architecture of deep neural network, 
which yields the highest recognition accuracy of 99.46 %. 
Sermanet and LeCun (2011) design a multi-scale convolu-
tional neural network, which reports a recognition accuracy 
of 99.17 %. On contrast, the best recognition result from fea-
ture-based method is only 95.68 % (Stallkamp et al., 2012). 
Although the result from deep convolutional neural network 
outperforms feature-based approach on traffic sign recogni-
tion, it still has two limitations: (1) deep learning model is gen-
erally designed by an iterative trial-and-error process, which 
requires a large amount of labeled data during training phase; 
and (2) a huge number of neuron connections would bring in 
heavy computation expense.

To overcome the abovementioned limitations, transfer learn-
ing strategy is introduced for traffic sign recognition in this 
study. Transfer learning, namely transfer of learning, is primar-
ily proposed to explore how individuals would transfer learn-
ing in one context to another similar context (Woodworth and 
Thorndike, 1901). Currently transfer of learning is usually 
described as: the process and the effective extent to which past 
experiences affect learning performances in a new situation. 
That is, a pre-trained model can be transferred to implement a 
similar task by learning new data distribution and fine-tuning 
parameters across all layers of the model. Substantial studies 
have been done on transfer learning-based image recogni-
tion (Raina et al., 2007; Devikar, 2016; Esteva et al., 2017). 
In this paper, transfer learning-based traffic sign recognition is 
developed by using Inception-v3 model (Szegedy et al., 2016). 
Subsequently, Belgium Traffic Sign Database is chosen, and 
data augmentation method is employed to enrich the train-
ing data. Finally, the performance of transfer learning-based 
method is evaluated. The results indicate that the proposed 
approach is robust for traffic sign recognition and can effec-
tively overcome limitations of existing methods.

The rest of the paper is organized in Fig. 1. Firstly, the 
architecture of convolutional neural network is introduced, 
and then Inception-v3 model is presented in Section 2. In the 
part of case study, data pre-processing technique is devel-
oped, and convolutional feature representations are inves-
tigated based on a visual analytics toolkit. In addition, the 
performance of transfer learning-based model is evaluated 
in Section 3. Finally, conclusions and recommendations are 
made in Section 4, 5, respectively.

2 Model Architecture
In this section, convolutional neural network architecture 

and its key components are firstly presented. Subsequently, 
Inception-v3 model is introduced to explore the Inception 
architecture. Finally, transfer learning-based Inception-v3 
model is used for traffic sign recognition.

2.1 Convolutional Neural Network
Convolutional neural network (CNN) is a multi-stage deep 

architecture that alternates convolutional layers with pooling or 
subsampling layers, followed by one or several fully connected 
layers. Its hierarchical architecture facilitates to learn invariant 
features and capture layer-wise feature representations from lower 
layers to higher layers. A standard convolutional architecture 
for digit recognition is presented in Fig. 2 (LeCun et al., 1989). 
Herein, inputs feed forward through two-phase convolutional and 
subsampling operations to obtain feature representations, and 
then Gaussian classifier is used to produce probabilistic distribu-
tion. For convolutional neural network, it typically contains three 
key components, and is described below.

Convolutional operation produces the weighted sum of input 
pixel values by sliding a weighted window across the entire 
image, as presented in Fig. 3(a). Subsequently, non-linear acti-
vation operation named activation function is applied to avoid 
learning trivial linear representations from the input. One of 
the most effective activation function is the Rectified Linear 
Unit (ReLU), which is a non-negative piecewise function that 
always obtains the maximum value between zero and the input, 
as mathematically described in Eq. (1):
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Convolutional operation can be described as: the input (X) is 
convolved with a filter (W) of size Kx × Ky. The resulting output 
(Y) is mathematically described in Eq. (2):

Y f X W b
i

n

i i= +










=
∑
1

*

Fig. 1 Paper organization architecture
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where n denotes the number of elements, * is the sign of convo-
lution operation, bi is the bias of outputs, f is the activation func-
tion. In summary, 2D convolutional operation is element-wise 
multiplication between input and weight matrix and calculate 
the weighted sum of input pixel values.

Similar to convolution operation, pooling operation aggre-
gates small pitches of pixel and subsamples features from the 
previous layer by sliding a weighted window across the pixel 
matrix. One of the most commonly used pooling operation is 
max-pooling, as illustrated in Fig. 3(b). Max-pooling produces 
the maximum pixel value over the non-overlapping region of 
the weighted window. Pooling operation is widely applied for 
convolutional architecture to capture more significant feature 
representations, and to reduce computation expense.

Fully connected layers typically transform feature mappings 
into 1-D feature vectors by a series of affine transformations, 
and then a classifier is introduced to produce class-specific 
probabilistic distribution. For object recognition, SoftMax 
classifier is commonly utilized to normalize the label probabil-
ity, as mathematically described in Eq. (3):
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Convolutional neural network has four unique keys, namely 
local connection, pooling operation, shared weight, and hierarchi-
cal architecture (LeCun et al., 2015). Previous studies on visual 
cortex mechanism indicate that human cognition for real-world 
is from local to global. Hence, convolutional neural network is 
designed to mimic human visual mechanism: each neuron cap-
tures local features and integrates with local information to repre-
sent the whole image in higher layer. Through local connection, 
convolutional and max-pooling operations can obtain significant 
and unique feature representations of specific data. In addition, 
sliding weighted window in convolution and pooling opera-
tions are the use of sharing weights. The idea of sharing weight 
demonstrates that statistical characteristic for the whole image is 
spatial identity, that is, partial features can be shared. Therefore, 
the same weights can be used to extract features at each pixel 
location of the image. Moreover, to extract the layer-wise fea-
tures, hierarchical architecture is introduced to explore correla-
tions between neurons of adjacent layers. By contrast with fully 
connected network, distinctive architecture of CNN facilitates to 
extract effective features, and reduce parameter counts and neu-
ron connections. In conclusion, convolutional neural network is 
the state-of-the-art technique on computer vision domain and is 
widely used for image recognition and classification purposes, 
especially for Inception-v3 model.

2.2 Inception-v3 Model
The annual ImageNet Large Scale Visual Recognition 

Challenge (ILSVRC) is an important competition on image recog-
nition and classification, which contains 1.4 million images over 
1000 object classes (Russakovsky et al., 2015). Krizhevsky et 
al. (2012) propose the AlexNet model for object recognition 
and classification, and the remarkable progress is obtained. 
Subsequently several convolutional models are designed to 
reduce the Top-5 error rate of object recognition and classifica-
tion. Table 1 shows detailed architectures of AlexNet, GoogleNet 
and ResNet are elaborated (Zeiler and Fergus, 2014; Szegedy et 

Fig. 2 Diagram of architecture of convolutional neural network (Lecun et al., 1989)

Fig. 3 Illustrations of convolution and max-pooling operation: 
(a) convolutional operation; and (b) max-pooling operation.

(3)
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al., 2015; He et al., 2016). Fig. 4 shows Top-5 error rate of object 
recognition results based on ImageNet, and the outstanding rec-
ognition results can be observed for GoogleNet (Inception-v1). 
The findings indicate the deeper the model layer is, the better the 
recognition performance can be obtained.

Compared with GoogleNet (Inception-v1), Inception-v3 
model has superior performance in object recognition. 
Specifically, Inception-v3 model includes three parts: the basic 
convolutional block, improved Inception module and the clas-
sifier. The basic convolutional block that alternates convolu-
tional with max-pooling layers, is used for feature extraction. 
The improved Inception module is designed based on Network-
In-Network (Lin et al., 2014), in which multi-scale convolu-
tions are conducted in parallel and convolutional results of 

each branch are further concatenated. Due to the use of auxil-
iary classifiers, more stable training results and better gradient 
convergence are obtained, and simultaneously vanishing gradi-
ents and overfitting issues are alleviated as well.

In Inception-v3, 1 × 1 convolutional kernel is widely used 
to reduce the number of feature channels and accelerate train-
ing speed. In addition, the large convolution is decomposed 
into small convolutions, which reduces the number of param-
eters and computation expense. In summary, Inception-v3 has 
the state-of-the-art performance on object recognition, which 
benefits from its unique Inception architecture. Therefore, this 
model is widely used for transfer learning.

2.3 Transfer Learning Model
Studies indicate that recognition and classification of a new 

image can be well implemented with Inception-v3 model by 
changing the architecture of fully-connected layers and reserv-
ing settings of all convolution layers (Raina et al., 2007).

Fig. 5 shows the schematic illustration of the architecture 
of transfer learning-based model. The basic convolution block, 
the improved Inception modules, and the task-specific clas-
sifiers are sequentially concatenated based on Inception-v3 
model. Specifically, low-level feature mappings are learned 
by basic convolutional operation with 1 × 1 and 3 × 3 ker-
nels. In Inception module, multi-scale feature representations 
are concatenated to feed into auxiliary classifiers with diverse 

Fig. 4 Top-5 Error rate on ImageNet competition

Fig. 5 Illustration of transfer learning-based model

Table 1 Architectures of AlexNet, GoogleNet, ResNet

Model Top-5 Rate FCL & Size Inception DA BN LRN DP

AlexNet 16.40 % 3 & 4E+11 - + - + +

GoogleNet 6.70 % 1 & 1000 + + - + +

ResNet 3.57 % 1 & 1000 - + + - +

Comments:
FCL & Size -- Full Connected Layer & Size; BN -- Batch Normalization
DA -- Data Augmentation; LRN -- Local Response Normalization;
DP-- Dropout;
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convolution kernels (i.e. 1 × 1, 1 × 3, 3 × 1, 3 × 3, 5 × 5, 1 × 7 
and 7 × 7 filters), which is used to produce better convergence 
performance. Followed by 11 Inception modules, fully con-
nected layer is adopted to transform multi-scale feature vec-
tors into one dimensional vector. Finally, Softmax classifier is 
used to produce one-hot vector, which is consistent to 62-class 
probability. The final classification result can be determined 
depending on the maximum value of 62-class probability.

Subsequently, case study is conducted on Belgium Traffic 
Sign Database to evaluate the performance of transfer learning- 
based model on traffic sign recognition.

3 Case Study
First, Belgium Traffic Sign Database is augmented by data 

pre-processing technique. Subsequently, convolutional visu-
alization results and relationships between adjacent convolu-
tional layers are analyzed. Finally, extensive experiments are 
conducted to evaluate recognition performance of transfer 
learning-based model, and statistical analysis is developed to 
investigate the reliability and repeatability of this model.

3.1 Data Pre-processing
Belgium Traffic Sign Database is chosen for transfer learn-

ing-based model evaluation. It includes 4575 training images 
over 62 classes. Note that there are a number of bad samples 
due to various reasons such as illumination variations, distor-
tion, motion-blur, obstacle blocks or color fading, as presented 
in Fig. 6. The recognition of these poor data would be benefi-
cial from transfer learning-based model since it would help the 
poor data to improve generalization and boost robustness.

Here, data augmentation method is employed to enlarge the 
database through randomly rotating, scaling and translating for 
original training data. After data augmentation, a new data-
base containing 10775 training images and 4575 test images 
is obtained. In this study, the original Belgium Traffic Sign 
Database is denoted as NDA, and the new database after data 
augmentation is denoted as DA.

Due to the limitation of mapping dimension, the image 
data are tailored into a constant resolution of 299 × 299. 

Subsequently intensity contrasts among samples are improved 
with the equalization method. In this study, gray intensity val-
ues are normalized into [0,1] from [0,255]. For one gray image, 
the sum of pixels is denoted by N, and nj denotes the number of 
gray intensity j. After normalization, pixel value s is mathemat-
ically described as Eq. (4):

s
n
Nj

k
j=

=
∑
0

.

For RGB image, histogram equalization is conducted on three 
individual channels, and then the equalization result of each 
channel is aggregated. Fig. 7(a) shows the frequency distribution 
after histogram equalization operation. It can be observed that the 
intensity contrast is smoother and more uniform than that in orig-
inal figures. The similar findings are observed in Fig. 7(b).

Findings indicate data augmentation is a practical processing 
technique to increase the number of labeled training samples 
by geometrical transformation, and histogram equalization is 
powerful method to eliminate effects of poor samples on image 
recognition and classification.

3.2 Feature Representation 
To better understand convolutional mechanism, a visual ana-

lytics toolkit is used to examine feature representation for each 
convolutional operation, as shown in Fig. 8. Firstly, RGB image 
with a resolution of 299 × 299, is used as the inputs of transfer 
learning-based model. The three feature mappings represent three 
types of color channels, namely red, green, and blue channels.

As abovementioned, transfer learning-based model includes 
three components: the basic convolutional block, Inception 
modules and Softmax classifier. The basic convolutional block 
contains 5 convolution layers, from conv2d_1 to conv2d_5. 
In conv2d_1 layer, 32 filters with a size of 3 × 3 are used to extract 
low-level features, and thus 32-channel feature maps with a size 
of 149 × 149 are produced in conv2d_1 layer. Similarly, 32, 64, 80 
and 192-channel feature representations are obtained in the sub-
sequent convolution layers, with a size of 147 × 147, 147 × 147, 
73 × 73 and 71 × 71, respectively, as illustrated in Fig. 8.

Inception module is the core block of transfer learn-
ing-based model. 256-channel feature representations with 

Fig. 6 Bad or poor samples in database

Fig. 7 Frequency distribution of pixel intensity

(4)
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a resolution of 35 × 35 are presented in the first Inception 
module "mixed0". Subsequently, the layer-wise convolutional 
operations are further developed, and multi-scale feature rep-
resentations are obtained in the following Inception modules. 
In general, more abstract feature representations are observed 
with the increment of convolutional layer, and 2048-channel 
feature mappings with a size of 8 × 8 are presented in the last 
Inception module "mixed9", as illustrated in Fig. 8.

Finally, multi-scale feature representations are flattened 
to 1-D vector, and 62-neuron output corresponds to 62-class 
probability. The neuron with maximum probability would be 
the class label that the tested traffic sign belongs to, as shown 

in Fig. 8. In addition, parameter information in convolutional 
visualization result is consistent to architecture configuration, 
as shown in Table 2.

3.3 Training Details
Two databases (NDA and DA) are used to re-train transfer 

learning model based on Tensorflow machine learning frame-
work (Abadi et al., 2016). The model is repetitively trained 
5000 epochs. Each porch is one round of forward and backward 
propagation iteration. To evaluate the model performance, 
different initial learning rates are given, and the exponential 
decayed rate is 0.94. In this study, 10 percentage of training 

Fig. 8 Visualization result of convolutional operation and feature mapping
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samples are randomly chosen for validation samples, and the 
model are validated at each 100 epochs. Through 5000 training 
epochs, the performance of model can be evaluated.

3.4 Result Analysis
Fig. 9 shows the validation and test accuracy of the trans-

fer learning-based model. Note that the better validation and 
test accuracy is obtained when the training is conducted on the 
new database (DA) at the same initial learning rate. The gray 
areas in Fig. 10 represent the difference of validation accuracy 
trained based on two databases (NDA and DA). Besides, find-
ings indicate different initial learning rates result in different 
recognition results. The recognition accuracy increases with 
the increase of the initial learning rate when the learning rate is 
less than 0.05. In this study, the best test accuracy of 99.18 % is 
observed at the initial learning rate of 0.05.

Moreover, other approaches or algorithms are also used for 
traffic sign recognition based on the same database, and the best 

recognition accuracy is 80.00 %, which is 18 % less than the 
transfer learning-based method. It can be concluded that transfer 
learning-based method is powerful for traffic sign recognition.

To further investigate the reliability and repeatability of 
transfer learning-based method, ten repetitive experiments are 
conducted at eight different learning rates, respectively. Table 3 
shows statistical results of recognition accuracy for the ten 
repetitive experiments. Note that the average test accuracy of 
99.06 % is obtained when the training is conducted at the learn-
ing rate of 0.05. In addition, other statistical indices (e.g. vari-
ance and CoV) indicate the transfer learning-based method can 
produce the reliable and repetitive recognition result.

4 Conclusions
In this paper, transfer learning-based method is used for 

traffic sign recognition. First, data pre-processing technique is 
used to enhance Belgium Traffic Sign Database, including data 
augmentation and histogram equalization. Subsequently, data 

Table 2 The architecture configuration of transfer learning-based model

Layers Maps & Size Filter Size Layers Maps & Size Filter Size

input 3 & 299 × 299 - mixed3 768 & 17 × 17 1 × 1,3 × 3

conv2d_1 32 & 149 × 149 3 × 3 mixed4 768 & 17 × 17 1 × 1,3 × 3,1 × 7,7 × 1

conv2d_2 32 & 147 × 147 3 × 3 mixed5 768 & 17 × 17 1 × 1,3 × 3,1 × 7,7 × 1

conv2d_3 64 & 147 × 147 3 × 3 mixed6 768 & 17 × 17 1 × 1,3 × 3,1 × 7,7 × 1

conv2d_4 80 & 73 × 73 1 × 1 mixed7 768 & 17 × 17 1 × 1,3 × 3,1 × 7,7 × 1

conv2d_5 192 & 71 × 71 3 × 3 mixed8 1280 & 8 × 8 1 × 1,3 × 3,1 × 7,7 × 1

mixed0 256 & 35 × 35 1 × 1,3 × 3 mixed9 2048 & 8 × 8 1 × 1,3 × 3,1 × 3,3 × 1

mixed1 288 & 35 × 35 1 × 1,3 × 3,5 × 5 mixed10 2048 & 8 × 8 1 × 1,3 × 3,1 × 3,3 × 1

mixed2 288 & 35 × 35 1 × 1,3 × 3 output 62 & 62 × 1 -

Comments:
The prefix conv2d_5: convolutional layers in basic convolutional block.
The prefix mixed: 11 Inception modules.

Fig. 9 Recognition performance at different learning rate on different databases
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feature representation is demonstrated by a visual analytics 
toolkit, in which layer-wise convolutional feature representa-
tion is analyzed. Based on Belgium Traffic Sign.

Database, transfer learning-based model is retrained for 
5000 epochs at different learning rates. The accuracy test results 
indicate that the transfer learning-based method is powerful for 
traffic sign recognition, with the best recognition accuracy of 
99.18 % at the learning rate of 0.05. Moreover, the repetitive 
experiments are conducted at different initial learning rates, 
and findings indicate the reliable and repetitive recognition 
results can be obtained using transfer learning-based method. 
Therefore, the transfer learning-based method is robust and 
powerful in traffic sign recognition, which would be beneficial 
in other traffic infrastructure maintenance such as lane marking 
and roadside protection facilities.

5 Recommendations 
Hyperparameter optimization would be explored to improve 

model efficiency in future study. Besides, different traffic sign 
databases would be employed to further validate the accuracy 
and reliability performance of transfer learning-based method.

Acknowledgements
This work was supported by "Digital Fujian" Key Laboratory 

of Internet Things for Intelligent Transportation Technology, 
and funded by Chinese National Natural Fund for Young 
Scholars under grant No: 51608123, Fujian Natural Science 
Funds under grant No: 2017J01475 and 2017J01682.

References
Abadi, M., Agarwal, A., Barham, P., Brevdo, E., Chen, Z., Citro, C., Corrado, 

G. S., Davis, A., Dean, J., Devin, M., Ghemawat, S., Goodfellow, I., 
Harp, A., Irving, G., Isard, M., Jia, Y., Jozefowicz, R., Kaiser, L., Kud-
lur, M., Levenberg, J., Mané, D., Monga, R., Moore, S., Murray, D., 
Olah, C., Schuster, M., Shlens, J., Steiner, B., Sutskever, I., Talwar, K., 
Tucker, P., Vanhoucke, V., Vasudevan, V., Viégas, F., Vinyals, O., War-
den, P., Wattenberg, M., Wicke, M., Yu, Y., Zheng, X. (2016). Tensor-
flow: Large-Scale Machine Learning on Heterogeneous Distributed 
Systems. arXiv preprint arXiv:1603.04467v2 [cs. DC].

Ciresan, D., Meier, U., Schmidhuber, J. (2012). Multi-Column Deep Neural 
Network for Traffic Sign Classification. IEEE Conference on Comput-
er Vision and Pattern Recognition, Providence, Rhode Island, USA, 
Jun. 16-21, 2012. pp. 3642-3649.
https://doi.org/10.1109/CVPR.2012.6248110

Daugman, J. G. (1985). Uncertainty Relation for Resolution in Space, Spatial 
Frequency, and Orientation Optimized by Two-dimensional Visual Cortical 
Filters. Journal of the Optical Society of America A, 2(7), pp. 1160-1169.
https://doi.org/10.1364/JOSAA.2.001160

Dalal. N., Triggs. B. (2005). Histograms of Oriented Gradients for Human De-
tection. IEEE Computer Society Conference on Computer Vision and 
Pattern Recognition (CVPR'05), San Diego, California, USA, Jun. 20-
25, 2005. pp. 886-893.
https://doi.org/10.1109/CVPR.2005.177

Devikar, P. (2016). Transfer Learning for Image Classification Various Dog 
Breeds. International Journal of Advanced Research in Computer Engi-
neering & Technology (IJARCET). 5(12), pp. 2707-2715.

Esteva, A., Kuprel, B., Novoa, R. A., Ko, J., Swtter, S. M., Blau, H. M., 
Thrun, S. (2017). Dermatologist-Level Classification of Skin Cancer 
with Deep Neural Networks. Nature. 542, pp. 115-118.
https://doi.org/10.1038/nature21056

Greenhalgh, J., Mirmehdi, M. (2012). Real-Time Detection and Recognition 
of Road Traffic Signs. IEEE Transactions on Intelligent Transportation 
Systems. 13(4), pp. 1498-1506.
https://doi.org/10.1109/TITS.2012.2208909

He, K., Zhang, X., Ren, S., Sun, J. (2016). Deep Residual Learning for Image 
Recognition. IEEE Conference on Computer Vision and Pattern Recog-
nition, Las Vegas, Nevada, USA, Jun. 27-30, 2016. pp. 770-778.
https://doi.org/10.1109/CVPR.2016.90

Krizhevsky, A., Sutskever, I., Hinton, G. E. (2012). ImageNet Classification with 
Deep Convolutional Neural Networks. NIPS'12 Proceedings of the 25th 
International Conference on Neural Information Processing Systems, Lake 
Tahoe, Nevada, USA, Dec. 3-6, 2012.

LeCun, Y., Boser, B., Denker, J. S., Henderson, D. (1989). Backpropagation 
Applied to Handwritten Zip Code Recognition. Neural Computation. 
1(4), pp. 541-551.
https://doi.org/10.1162/neco.1989.1.4.541

LeCun, Y., Bengio, Y., Hinton, G. (2015). Deep Learning. Nature. 521, 
pp. 436-444.
https://doi.org/10.1038/nature14539

Li, L., Wang, K. C. P. (2016). Bounding Box–Based Technique for Pavement 
Crack Classification and Measurement Using 1 mm 3D Laser Data. Jour-
nal of Computing in Civil Engineering. 30(5),
https://doi.org/10.1061/(ASCE)CP.1943-5487.0000568

Table 3 Statistical analysis results of recognition accuracy at different learning rates

LR 0.01 0.02 0.03 0.04 0.045 0.05 0.055 0.06

Samples 10 10 10 10 10 10 10 10

Max 0.9807 0.9830 0.9839 0.9849 0.9890 0.9918 0.9900 0.9879

Min 0.9788 0.9818 0.9829 0.9840 0.9868 0.9895 0.9878 0.9846

Mean 0.9795 0.9824 0.9835 0.9845 0.9877 0.9906 0.9889 0.9860

Variance 3.46E-07 1.39E-07 9.56E-08 6.89E-08 5.99E-07 4.88E-07 4.90E-07 6.98E-07

Qd 0.0009 0.0005 0.0005 0.0004 0.0013 0.0001 0.0014 0.00095

CoV 6.01E-04 3.79E-04 3.14E-04 2.67E-04 7.84E-04 7.05E-04 7.08E-04 8.47E-04

Kurtosis 2.4409 2.3799 2.1531 2.5520 1.9146 2.2670 2.1158 4.0345

Skewness 0.6374 0.4365 -0.3491 -0.3019 0.4567 -0.0794 -0.3933 0.5916

Comments: Qd -- Quartile Deviation; CoV -- Coefficient of Variation

https://doi.org/10.1109/CVPR.2012.6248110 
https://doi.org/10.1364/JOSAA.2.001160 
https://doi.org/10.1109/CVPR.2005.177 
https://doi.org/10.1038/nature21056 
https://doi.org/10.1109/TITS.2012.2208909 
https://doi.org/10.1109/CVPR.2016.90 
https://doi.org/10.1162/neco.1989.1.4.541 
https://doi.org/10.1038/nature14539 
https://doi.org/10.1061/(ASCE)CP.1943-5487.0000568 


250 Period. Polytech. Transp. Eng. C. Lin, L. Li, W. Luo, K. C. P. Wang, J. Guo

Lin, M., Chen, Q., Yan, S. (2014). Network In Network. arXiv preprint arX-
iv:1312.4400v3 [cs.NE].

Liu, C.-L., Koga, M., Fujisawa, H. (2005) Gabor Feature Extraction for Char-
acter Recognition: Comparison with Gradient Feature. Eighth Interna-
tional Conference on Document Analysis and Recognition (ICDAR'05), 
Seoul, South Korea, Aug. 31-Sept. 1, 2005. pp. 121-125.
https://doi.org/10.1109/ICDAR.2005.119

Mao, X., Hijazi, S., Casas, R., Kaul, P., Kumar, R., Rowen, C. (2016). Hierarchi-
cal CNN for Traffic Sign Recognition. IEEE Intelligent Vehicles Sympo-
sium (IV), Gothenburg, Sweden, Jun. 19-22, 2016. pp. 130-135.
https://doi.org/10.1109/IVS.2016.7535376

Raina, R., Battle, A., Lee, H., Packer, B., Ng, A. Y. (2007). Self-Taught Learn-
ing: Transfer Learning from Unlabeled Data. ICML'07 Proceedings of 
the 24th International Conference on Machine Learning. Corvallis, Ore-
gon, USA, Jun. 20-24, 2007. pp. 759-766.
https://doi.org/10.1145/1273496.1273592

Russakovsky, O., Deng, J., Su, H., Krause, J., Satheesh, S., Ma, S., Huang, Z., 
Karpathy, A., Khosla, A., Bernstein, M., Berg, A. C., Fei-Fei, L. (2015). 
ImageNet Large Scale Visual Recognition Challenge. International 
Journal of Computer Vision. 115(3), pp. 211-252.
https://doi.org/10.1007/s11263-015-0816-y

Sermanet, P., LeCun, Y. (2011). Traffic Sign Recognition with Multi-Scale 
Convolutional Networks. The 2011 International Joint Conference on 
Neural Networks. San Jose, California, USA, Jul. 31- Aug. 5, 2011. 
pp. 2809-2813.
https://doi.org/10.1109/IJCNN.2011.6033589

Stallkamp, J., Schlipsing, M., Salmen, J., Igel, C. (2012). Man vs. Computer: 
Benchmarking Machine Learning Algorithms for Traffic Sign Recogni-
tion. Neural Networks. 32, pp. 323-332.
https://doi.org/10.1016/j.neunet.2012.02.016

Szegedy, C., Liu, W., Jia, Y., Sermanet, P., Reed, S., Anguelov, D., Erhan, D., 
Vanhoucke, V., Rabinovich, A. (2015). Going Deeper with Convolutions. 
IEEE Conference on Computer Vision and Pattern Recognition (CVPR), 
Boston, Massachusetts, USA, Jun. 7-12, 2015. pp. 1-9.
https://doi.org/10.1109/CVPR.2015.7298594

Szegedy, C., Vanhoucke, V., Ioffe, S., Shlens, J., Wojna, Z. (2016). Rethink-
ing the Inception Architecture for Computer Vision. IEEE Conference on 
Computer Vision and Pattern Recognition (CVPR), Las Vegas, Nevada, 
USA, Jun. 27-30, 2016. pp. 2818-2826.
https://doi.org/10.1109/CVPR.2016.308

Tang, S., Huang, L.-L. (2013). Traffic Sign Recognition Using Complementa-
ry Features. 2nd IAPR Asian Conference on Pattern Recognition, Naha, 
Japan, Nov. 5-8, 2013. pp. 210-214.
https://doi.org/10.1109/ACPR.2013.63

Tian, T., Sethi, I., Patel, N. (2014). Traffic Sign Recognition Using a Novel Per-
mutation-Based Local Image Feature. International Joint Conference on 
Neural Networks (IJCNN), Beijing, China, Jul. 6-11, 2014. pp. 947-954.
https://doi.org/10.1109/IJCNN.2014.6889629

Woodworth, R. S., Thorndike, E. L. (1901). The Influence of Improvement in 
One Mental Function Upon the Efficiency of Other Functions. (I). Psy-
chological Review. 8(3), pp. 247-261.
https://doi.org/10.1037/h0074898

Zaklouta, F., Stanciulescu, B. (2012). Real-Time Traffic-Sign Recognition 
Using Tree Classifiers. IEEE Transaction on Intelligent Transportation 
Systems. 13(4), pp. 1507-1514.
https://doi.org/10.1109/TITS.2012.2225618

Zeiler, M. D., Fergus, R. (2014). Visualizing and Understanding Convolution-
al Networks. In: Computer Vision - ECCV 2014. (Fleet, D., Pajdla, T., 
Schiedle, B., Tuytelaars, T. (eds.)), Lecture Notes in Computer Science, 
8689, pp. 818-833. Springer International Publishing, Cham, Switzerland.
https://doi.org/10.1007/978-3-319-10590-1_53

Zhang, Y., Hong, C., Charles, W., (2010). An Efficient Real Time Rectangle 
Speed Limit Sign Recognition. IEEE Intelligent Vehicles Symposium, 
San Diego, California, USA, Jun. 21-24, 2010. pp. 34-38.
https://doi.org/10.1109/IVS.2010.5548140

https://doi.org/10.1109/ICDAR.2005.119 
https://doi.org/10.1109/IVS.2016.7535376 
https://doi.org/10.1145/1273496.1273592 
https://doi.org/10.1007/s11263-015-0816-y 
https://doi.org/10.1109/IJCNN.2011.6033589 
https://doi.org/10.1016/j.neunet.2012.02.016 
https://doi.org/10.1109/CVPR.2015.7298594 
https://doi.org/10.1109/CVPR.2016.308 
https://doi.org/10.1109/ACPR.2013.63 
https://doi.org/10.1109/IJCNN.2014.6889629 
https://doi.org/10.1037/h0074898 
https://doi.org/10.1109/TITS.2012.2225618 
https://doi.org/10.1007/978-3-319-10590-1_53 
https://doi.org/10.1109/IVS.2010.5548140

	1 Introduction 
	2 Model Architecture 
	2.1 Convolutional Neural Network 
	2.2 Inception-v3 Model 
	2.3 Transfer Learning Model 

	3 Case Study 
	3.1 Data Pre-processing 
	3.2 Feature Representation  
	3.3 Training Details 
	3.4 Result Analysis 

	4 Conclusions 
	5 Recommendations  
	Acknowledgements 
	References 

