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Abstract

Airport planning, and therefore the development of air infrastructure, depends to a large extent on the demand forecast for the 

future. To plan investments in the infrastructure of an airport system and to be able to meet future needs, it is essential to predict 

the level and distribution of demand, both for passengers and air cargo. In the present work, a forecast was made, in the medium-

long term (10 years), of the demand for passengers and air cargo, applied to a specific case study (Colombia), and where the impact 

on air traffic during the most severe period of the COVID-19 pandemic was taken into account. To achieve this objective, and as 

a methodological approach, a model of the Bayesian Structural Time Series (BSTS) type was developed, designed to work with time 

series data, and widely used for feature selection, time series forecasting, and the immediate inference of the causal impact. From 

the results obtained, two relevant aspects can be highlighted, firstly, both demand and its growth trend will recover very soon (in just 

a couple of years), compared to the pre-pandemic year 2019, which was analyzed in the case study. And, secondly, the model presents 

very acceptable MAPE values (between 1% and 7%, depending on the variable to be forecasted), which makes the BSTS method 

a viable alternative methodology for calculating air traffic forecasts.
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1 Introduction
The plans for the development of the different components 
of the airport system depend to a large extent on the lev-
els of activity that are foreseen for the future. To plan the 
facilities and infrastructure of an airport, or system/group 
of airports, and to be able to meet future needs, it is essen-
tial to predict the level and distribution of demand in the 
various components of the airport system (TRB, 2002). 
Forecasting demand in an industry as dynamic and sensi-
tive to exogenous factors as aviation is an extremely dif-
ficult task. However, it is necessary to carry out air traffic 
estimates as a preliminary step to the planning and design of 
airport facilities, whether of an airport or an airport system 
or network (Horonjeff et al., 2010; Wells and Young, 2004).

Understanding future demand patterns allows the air-
port planner to assess the future performance of the airport 
and thereby recommend consistent development programs 
to estimate the costs associated with these development 
plans and to project the sources and level of revenue to 
support the investments of capital to be realized (Ashford 
et al., 2011). Demand forecasting is a basic requirement to 

develop an airport master plan or an airport system plan 
at the regional or national level, thereby understanding 
the entire airport network of a region or country (García 
Cruzado, 2013; Horonjeff et al., 2010; ICAO, 1987, 2006; 
Janic, 2009; Janić, 2021; Rodriguez et al., 2020).

Finally, practical experience shows that air traffic fore-
casts are not usually accurate when the forecasts are made 
in the long term (20 years) or very long term (30 years), 
but the forecasts in the very short, short, medium, and medi-
um-long-term are inevitably important for the planner and/
or decision maker since they comprise a usual period of air-
port planning (or of an airport system/network) (ACI, 2016; 
de Neufville et al., 2013; Kazda and Caves, 2015).

Therefore, the objective of this research is to make 
a medium-long term forecast (10 years) of the demand for 
air passengers and air cargo (domestic and international 
for both variables), for which Colombia has been used as 
a case study (entire network of airports as a whole), with 
in a period of available monthly traffic data: 1992–2021, 
with the special feature of including demand data for 
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the years 2020 (which has been severely affected by the 
COVID-19 pandemic) and 2021 (pandemic transition and 
recovery period) in the analysis. To achieve this objec-
tive, and as a methodological technique, a model of the 
Bayesian Structural Time Series (BSTS) type was devel-
oped, which has significant advantages over classic mod-
els such as the SARIMA model, for example, Jalali and 
Rabotyagov  (2020) mention certain advantages of state-
space models such as the BSTS, in the first place they show 
that all ARIMA models can be expressed as a form of state-
space, also that overtraining problem is solved concerning 
the other models when there is a limited number of obser-
vations over time, and can assign uncertainty parameters 
which give you an advantage when forecasting over time.

2 Literature review
Regarding the development of forecast for air transport/traf-
fic, academics have been presenting formal research, with 
different methodologies and approaches, for approximately 
three decades. Now, it should be noted that despite its great 
importance, the analysis or research of air cargo transport 
demand forecasting is not present in so many publications, 
or at least not as much as the air passenger demand forecast 
(Baier et al., 2022). Thus, a variety of models have been 
developed to forecast air traffic demand (passengers and/or 
air cargo), many of the most widely used forecasting meth-
ods can be grouped into two large groups: economic mod-
els and time series models (Dantas et al., 2017). Economic 
methods focus on the correlation between passenger demand 
and multiple variables, such as the influence of changes in 
the economic environment and the traffic system, and then 
forecast models are established by a  series of equations. 
Commonly used models include regression analysis (Abed 
et al., 2001), causality test (Fernandes and Pacheco, 2010), 
logit model (Garrow and Koppelman, 2004), and gravity 
model (Grosche et al., 2007). Time series methods rely pri-
marily on historical data to predict by extracting the intrin-
sic relationship between the current data and the series of 
past observations. Various time series models have been 
used to forecast air passenger demand, such as smooth-
ing techniques (Samagaio and Wolters, 2010), the adapted 
Markov model (Chin and Tay, 2001), ARIMA/SARIMA 
(Tsui et al., 2014), seasonal adjustment method (Aston and 
Koopman, 2006), etc.

However, due to the non-linear characteristic of air 
transport demand, economic and time series approaches 
are severely criticized due to their very limited and inef-
ficient forecasting capacity (Tsui et al., 2014). For this 

reason, some academics try to explore other methodolo-
gies for forecasting air traffic demand, such as Dynamic 
Linear Models (DLM) (Rodriguez et al., 2020), which, 
compared to the usual forecast calculation methodolo-
gies, have the following advantages: detection of trends' 
stochastics that are hidden in the time series (West and 
Harrison, 2006) as well as the detection of structural 
changes that allow estimating the time-varying effect 
of exogenous shocks without increasing the number of 
parameters (Honjo et al.,  2018); additionally, the condi-
tional independence structure on which the dynamics of 
the state is based allows us to consider predictions consid-
ering a recursive algorithm (Petris et al., 2009). Another 
approach that has been used to forecast air passenger 
demand is System Dynamics (Suryani et al., 2012, 2010; 
Tascón and Díaz Olariaga, 2021); System Dynamics incor-
porates a set of tools to understand complex environments, 
and uses tools such as causality diagrams, fostering sys-
temic thinking among process managers, captures the 
dynamic complexity of a given system, and provides the 
considerable advantage of simulating the model to evalu-
ate variable interaction outcomes and anticipate long-term 
side effects of policies before they are implemented.

On the other hand, methodologies based on artificial 
neural networks (ANN) have been used for air traffic fore-
casting for several years. Several distinctive features of 
ANNs make them feasible and/or convenient for air traffic 
demand forecasting calculation, namely (Bao et al., 2012; 
Dingari et al., 2019; Gupta et al., 2019; Mostafaeipour 
et al., 2018; Srisaeng et al., 2015; Zhang et al., 1998):

•	 unlike traditional methods, ANNs are self-adaptive 
methods based on data in the sense that there are few 
a priori assumptions about the models for the prob-
lems under study. They learn from examples and 
capture subtle functional relationships between data, 
even if the underlying relationships are unknown or 
difficult to describe;

•	 ANNs are universal functional approximators, it has 
been shown that a network can approximate any con-
tinuous function with any desired precision. ANNs 
have more general and flexible functional forms 
(than traditional statistical methods) that they can 
handle effectively;

•	 finally, ANNs are not linear, that is, they are 
approaches based on nonlinear data, and capable of 
performing nonlinear models without prior knowl-
edge about the relationships between input and out-
put variables.
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And finally, regarding the methodology used in this 
article for the development of air traffic demand, BSTS, 
very little is found in the scientific literature. Bazzo Vieira 
et al. (2022) used a BSTS model to estimate the impact of 
COVID-19 on daily trends in demand and emissions from 
commercial air travel (applied to the Brazilian air trans-
port system). According to the authors, a BSTS model 
was chosen because, compared to other time series and 
difference-in-differences methods, it considers time-vary-
ing influences and confounding factors (allowing, for 
example, to isolate the unique impact of COVID-19). 
Al-Sultan et al. (2021) uses a wide range of time series 
forecast models, including the autoregressive integrated 
moving average (ARIMA) model, exponential smoothing 
with error term (ETS), Holt-Winters exponential smooth-
ing, autoregression of neural network, and BSTS, to fore-
cast in a very short-term air passenger demand at Kuwait 
Airport. The  authors compare the performance of these 
models using the mean absolute percentage error (MAPE). 
According to the results, the BSTS model presents a better 
performance than other time series models in its ability to 
forecast complex time series; according to the authors, the 
BSTS model can be applied to study complex problems of 
irregular time series forecasting. Madhavan et al. (2020) 
forecast the air passenger and cargo demand of the Indian 
aviation industry using Autoregressive Integrated Moving 
Average (ARIMA) and BSTS models. The authors 
used 10-year (2009-2018) air cargo and passenger data. 
The study evaluated the ability of the ARIMA and BSTS 
models to incorporate uncertainty under dynamic adjust-
ments. The findings inferred that, together with ARIMA, 
BSTS is well suited for the very short-term forecast of the 
four typical indicators of commercial air transport (inter-
national passengers, domestic passengers, international air 
cargo and domestic air cargo). Han and DeLaurentis (2011) 
developed a forecast model, based on Bayesian models, 
to forecast air traffic demand based on several scenarios 
that not only have predictive capacity but also consider 
constraints, and applied to the case of Chicago O'Hare 
Intl. Airport (USA). Based on the results, the authors state 
that the approach used, Bayesian models, shows, on the 
one hand, an acceptable ability to represent interactions 
between factors, and on the other hand, shows how predic-
tive factors affect air traffic demand and considers restric-
tions, such as airport capacity. Finally, Xu et al. (2005) 
used a Bayesian model to forecast commercial flight 
delays (between airports). The results demonstrate higher 
predictive accuracy than a linear regression or Bayesian 
analysis with non-informative priors.

3 Conceptual framework
The modeling of variables in time has been a topic worked 
on by multiple academic branches, especially the space-
state models (SSM) that were initially presented by con-
trol engineers (from Kalman (1960)), who found a wide 
application in processes that need continuous updating 
(Jones,  2019). These models are increasingly used in 
solving problems with variables of temporal type, includ-
ing parameter estimation, smoothing, and predictions 
(Hamilton, 1994). The use of structural time series mod-
els can be classified as space models (state for time series 
data, which have advantages such as their flexibility since 
models such as ARIMA or VARMA can be expressed 
as a space model). In addition, they are modular models, 
since the model can be built from several state component 
models that capture the most important characteristics 
of the data, for example, the state components are used 
in capturing the trend, seasonality, among others (Koller 
and Friedman, 2009).

Based on the work of Scott and Varian (2014, 2015), 
the development of the BSTS model was deepened and 
extended, which can be used in the selection and short- 
and long-term forecast of time series. On the other hand, 
Brodersen et al. (2015) and Peters et al. (2017) pres-
ent the inference of causal relationships of the model. 
Complementing the previous works, one of the pillars of 
the model is that it uses the Kalman Filter to be able to 
identify the non-measurable state of the linear dynamic 
system of the model (Durbin and Koopman, 2002; Petris 
et al., 2009). After the Kalman Filter, the selection of the 
'spike and slab' variable (George and McCulloch, 1997) is 
taken into account, with which the regression predictors are 
selected throughout the modeling. Finally, the calculation 
of the average (Hoeting et al., 1999) is taken into account 
within the Bayesian model, which presents the combina-
tion of the results of the selection of characteristics and 
the prediction calculation. The use of the above allows to 
have a natural Bayesian interpretation and its presence in 
a BSTS model will allow for obtaining better results (Bach 
et al., 2013; Griffiths, 2003; Harvey et al., 2007).

According to Santana Jiménez (2020), BSTS models 
are structured under two components, on the one hand, 
a  time series module that captures trend or seasonal-
ity patterns in the data. On the other hand, a regression 
element that ends up including potential exogenous data 
to reduce forecast error. Regarding the methodology for 
the development of this model, there is the Kalman filter, 
an  algorithm that integrates the information provided to 
estimate the value of the target variables.
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According to Zhang and Fricker (2021), BSTS is useful 
for time series forecasting, since it estimates the uncer-
tainty in the predictions and the inference of their causal 
impact, from the use of credible Bayesian intervals, which 
synthesize the uncertainty of the inference. Among the 
advantages of this type of modeling are, on the one hand, 
that it provides parameters for the correct inclusion of the 
variables, and on the other hand, it offers the alternative of 
including the priority and weight of the model variables. 
Furthermore, Cerri et al. (2022) point out that this model 
can estimate the causal effect for a single target variable, 
generating a forecast for its future values based on a syn-
thetic control, composed of untreated time series that were 
predictive of the target study variable at the time.

Finally, Giri et al. (2020) highlight the flexibility and 
adaptability that the BSTS has to adjust to the needs 
of an  objective analysis, since this model allows deci-
sion-making, in the timing of the predictions (short or 
long term), on how to include the variables regressors and 
whether the data contain seasonality.

4 Application case
The data for the development of this research is obtained 
from the country-case of application (or study) Colombia, 
currently the third air market in the Latin American sub-
continent, and fifth in the Americas, by volume of man-
aged traffic (ACI, 2021; IATA, 2021). In Colombia, the air 
transport/aviation industry was liberalized In the early 
1990s. This brought about structural reforms in both the 
airport and airline sectors, all through an uninterrupted 
battery of public policies (still in force today) that includes 
not only normative and regulatory aspects but also aggres-
sive public and private investment programs in infrastruc-
ture and technology (Díaz Olariaga, 2021a).

Regarding the management of airport infrastructure, 
Colombia has followed the regional trend of concessioning 
the operation of said infrastructures to the private sector 
(Díaz Olariaga and Ávila Álvarez, 2015). Then, since the 
mid-1990s, and in various temporary phases, called gener-
ations, the Colombian government has granted various air-
ports in the country, a total of 19, including the largest and 
most important (Díaz Olariaga and Pulido Moreno, 2019). 
As a result of public policies, both privatization and public 
and private investment was made in airport infrastructure, 
accompanied by policies of deregulation of the commer-
cial aviation sector, where airfares have been fully lib-
eralized since 2012 (Díaz Olariaga and Zea, 2018), From 
the beginning of the liberalization of the industry (1991) 

and until 2019, passenger transport (total) grew by almost 
800% (Aerocivil, 2022; Díaz Olariaga,  2021b). On  the 
other hand, in Colombia, the entry into the market of 
private air operators with a full-service business model, 
or  FSC (Full-Service Carrier), occurred very soon after 
the liberalization of the sector (early-mid 1990s). But the 
entry into the market of low-cost airlines, or LCC (Low-
Cost Carrier), was many years after liberalization (in 2012) 
(Díaz Olariaga and Zea, 2018).

In Colombia, as of March 20, 2020, all passenger air 
transport activities (domestic and international) were 
suspended, except in cases of humanitarian emergency. 
The transport of air cargo did not suffer this restriction and 
was able to continue its activity in an almost normal way 
(Díaz Olariaga and Alonso-Malaver, 2022). Air passenger 
traffic was reactivated in September 2020. This situation 
led to a precipitous drop in the demand for air passengers 
(85% in domestic passengers, 75% in international passen-
gers, both compared to 2019); however, the demand for air 
cargo (total) only fell by 16% compared to 2019. By  the 
beginning of 2021, almost all restrictions regarding the type 
of traffic (domestic / international) as its origin-destination 
had already been lifted. By the beginning of 2022, passen-
ger demand was already showing a strong recovery trend 
(75% of domestic pax and 50% of international pax, both 
with respect to demand figures for 2019) (Aerocivil, 2022).

5 Methodology
5.1 Model
The Bayesian structural model is presented through the 
behavior of the time series using two equations, the obser-
vation equation and the transition equation (Scott and 
Varian,  2014). The observation equation is defined by 
Eq. (1):

yt t t� �� � , 	 (1)

with t = 1, 2, …, T and εt ~ N (0, σ2 ), what this equation 
denotes is that yt is the value at the moment t of the time 
series which is related to a latent state called μt and finally 
the irregular component which is also called 'noise' or εt .

On the other hand, the transition equation is defined by 
Eq. (2):

� � �t t t� � �
1

, 	 (2)

where ηt ~ N (0, σ2 ).
A model that can be written using these two equations 

(observation and transition) can be transformed into a basic 
structural model with three state components, a  trend μt, 
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a  seasonal pattern τt and a regression component βT xt 
(in  this component are the socioeconomic covariates that 
are to be included in the model) (Eqs. (3), (4), (5) and (6)):

y xt t t
T

t t� � � �� � � � , 	 (3)

where:

� � � �t t t t� � �� �1 1
, 	 (4)

� �t t tw� ��1 , 	 (5)

� � �t
S

s

t s t� � �
�

�

��
1

1

. 	 (6)

The variables ε, η, w, γ are normal random variables 
with constant variance over all time T, but different from 
each other; on the other hand:

•	 τ : random component S which is nothing more than 
the number of stations;

•	 δt : represents a random walk that determines the 
trend of the data;

•	 μt : represents the current trend, μt is affected by 
μt  − 1 + δt  − 1 plus the noise generated by ηt ;

•	 xt : is the vector of socioeconomic covariates, rep-
resents the other time series that help to have a better 
estimate for y.

Among the reasons for using BSTS, it is found that it 
allows modeling a wide variety of components in time 
series such as trends, seasonality, cycles, etc. It allows 
to make models that adapt to the specific structure of the 
data. Furthermore, it uses Bayesian methods to estimate 
the model parameters. This means that you can incorpo-
rate previous information and update estimates as you 
collect more data, plus it provides Bayesian confidence 
intervals that reflect uncertainty in the forecasts. On the 
other hand, BSTS models are used to detect anomalies in 
time series data, this can be useful to identify outliers or 
unusual events (such as the COVID-19 pandemic). Finally, 
BSTS models allow the incorporation of covariates or 
exogenous variables into the model to improve the accu-
racy of predictions, which is a valuable capability when 
additional information is available that can help explain 
the time series, whereas ARIMA models they do not have 
a direct way of incorporating external covariates.

5.2 Data
For the present research, a time series of monthly traffic 
data is available from January 1992 to December 2021 

(national and international passengers, and national and 
international air cargo of the Colombian air transport sys-
tem as a whole, 58 airports open to commercial air traf-
fic), data generated by the public aeronautical authority 
of Colombia (Aerocivil, 2022). On the other hand, there 
is also a set of socioeconomic variables (at the national 
level of the country-case study), namely: GDP, GDP per 
capita, Population, IPI (Industrial Production Index), 
CPI (Consumer Price Index), TRM (Representative 
Market Rate, or USD-COP exchange rate), FDI (For- 
eign Direct Investment), Exports, Imports, Gini Index, 
and Unemployment Rate, all of them for the entire study 
period (1992–2021), obtained from the public statistical 
agency of Colombia (DANE, 2022).

The pandemic generated an unexpected change in 
the habitual behavior of the series mentioned, for which 
an  intervention analysis was carried out for April to 
October (of 2020) in the series of national passengers and 
for March to October (2020) in the international passen-
ger series. Said intervention analysis consists of a com-
pensated impulse that captures transient changes in level 
(Box and Tiao, 1975).

6 Results
For the proposed BSTS models, it is found that they pres-
ent a mean absolute percentage error (MAPE), which mea-
sures the size of the (absolute) error in percentage terms, 
below 10%. The fact that the magnitude of the percentage 
error is estimated makes it an indicator frequently used by 
forecasters due to its easy interpretation. A small value of 
MAPE indicates that the forecasts have a higher probabil-
ity of being accurate (Ren and Glasure, 2009).

In general terms, the use of socioeconomic covari-
ates is presented according to the relationship that these 
can present from the economic point of view and how 
they could influence/impact the calculation of the fore-
cast of each of the air transport variables to be predicted 
(Adenigbo et al., 2022; Kiracı and Battal, 2018; Navarro 
Hudiel and Acuña Mendoza, 2021; Rodriguez-Brindis 
et  al., 2015), however, the effects of the COVID-19 pan-
demic (especially in the year 2020) on all socioeconomic 
variables (as they are included as covariates in the models) 
do not show a positive effect on the recovery trends that air 
transport has had, which is evidenced by presenting lower 
MAPE with respect to models that do not include such 
covariates. Therefore, the use of the BSTS model without 
covariates is the best prediction alternative for the period 
of time analyzed. In addition, given the structural behavior 
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of the national and international passenger variables and 
national and international air cargo, it was shown that they 
present a repetitive or seasonal structure every 12 months, 
for which reason this component must be included in the 
BSTS model when the forecast estimate is made.

For the case of national (or domestic) passenger demand 
in the BSTS model, the MCMC algorithm (Hoeting 
et al., 1999; Madigan and Raftery, 1994) with 1000 itera-
tions was used to sample from the posterior distribution, 
with a seasonal component of order 12, a MAPE of 4.69% 
was obtained, resulting in that the estimated or projected 
demand of domestic passengers for the year 2031 will be 
54.4 million (Fig. 1).

Table 1 presents the results of the MAPE of the BSTS 
models for the forecast of the domestic passenger variable 
without covariates and including three covariates (socio-
economic) individually. The results show that the second 
best model was achieved with the CPI (Consumer Price 
Index) variable, a model in which its best MAPE (8.10%) 
was found using 1,000 iterations and a seasonal compo-
nent of order 12, following the order the following model 
was found with the variable TRM (Representative Market 
Rate or USD-COP exchange rate), a model in which its 
best MAPE (11.19%) was found using 10,000 iterations and 
a seasonal component of order 12 and finally, the model 
with the Unemployment Rate variable, a model in which 
its best MAPE (12.95%) was found using 10,000 iterations 
and a seasonal component of order 12.

In the case of international passenger demand in 
the BSTS model, to make a sample from the posterior 

distribution, the MCMC algorithm is used with 1,000 iter-
ations, with a seasonal component of order 12, a MAPE of 
7.4% was obtained, resulting in that the expected demand 
for international passengers for the year 2031 will be 
22.2 million (Fig. 2).

Table 2 presents the results of the MAPE of the BSTS 
models for the forecast of the international passenger vari-
able without covariates and including three covariates 
(socioeconomic) individually. The results show that the 
second best model was achieved with the variable TRM 
(Representative Market Rate or USD-COP exchange 
rate), a model in which its best MAPE (8.75%) was found 
using 10,000 iterations and a seasonal component of order 
12, following the order, the following model was found 
with the variable CPI (Consumer Price Index), a model in 
which its best MAPE (9.42%) was found using 5,000 iter-
ations and a seasonal component of order 12, and finally, 
the model with the Unemployment Rate, a model in which 
its best MAPE (10.42%) was found using 1,000 iterations 
and a seasonal component of order 12.

For the case of the domestic air cargo demand in the 
BSTS model, to make a sample from the posterior distri-
bution, the MCMC algorithm was used with 2,000 itera-
tions, with a seasonal component of order 24, a MAPE of 
1.3% was obtained, resulting in that the expected demand 
for domestic air cargo transport for the year 2031 will be 
318,000 tons (Fig. 3).

Table 3 presents the results of the MAPE of the BSTS 
models for the forecast of domestic air cargo without 
covariates and including four covariates (socioeconomic) 

Fig. 1 Traffic history (1992–2021) and forecast (2022–2031) of domestic 
air passenger demand. Source: authors

Table 1 Comparison of MAPE for models with covariates 
(socioeconomic) for domestic passenger demand. Source: authors

Model Variable and covariate MAPE

Model 1 Domestic Pax (no covariates) 4.69%

Model 2 Domestic Pax (with CPI) 8.10%

Model 3 Domestic Pax (with TRM) 11.19%

Model 4 Domestic Pax (with Unemployment Rate) 12.95%

Fig. 2 Traffic history (1992–2021) and forecast (2022–2031) of 
international air passenger demand. Source: authors

Table 2 Comparison of MAPE for models with covariates 
(socioeconomic) for international passenger demand. Source: authors

Model Variable and covariate MAPE

Model 1 Intl. Pax (no covariates) 7.41%

Model 2 Intl. Pax (with TRM) 8.75%

Model 3 Intl. Pax (with CPI) 9.42%

Model 4 Intl. Pax (with Unemployment Rate) 10.42%
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individually. The results show that the second best model 
was achieved with the variable TRM (Representative 
Market Rate or USD-COP exchange rate), a model in 
which its best MAPE (6.48%) was found using 2,000 iter-
ations and a seasonal component of order 12, the next best 
model was found with the variable Imports, a model in 
which its best MAPE (6.48%) was found using 10,000 iter-
ations and a seasonal component of order 12, and the last 
model is with the variable Exports in which its best MAPE 
(8.31%) was found using 2,000 iterations and a seasonal 
component of order 12.

For the case of international air cargo demand in the 
BSTS model, to sample from the posterior distribution, 
the MCMC algorithm was used with 5,000 iterations, with 
a seasonal component of order 12, obtaining a  MAPE 
of 2.21%, obtaining that the expected demand for inter-
national air cargo transport for the year 2031 will be 
769,700 tons (Fig. 4).

Table 4 presents the results of the MAPE of the BSTS 
models for the forecast of the international air cargo demand 
variable without covariates and including four covariates 
(socioeconomic) individually. The results show that the 
second-best model was achieved with the variable TRM 
(Representative Market Rate or USD-COP exchange rate), 
a model in which its best MAPE (4.08%) was found using 
5,000 iterations and a seasonal component. of order 12; 
the following model was found with the variable Exports, 
a model in which its best MAPE (7.98%) was found using 
20,000 iterations and a seasonal component of order 12, 

and finally, the model with the variable Imports generated 
a MAPE of 11.95% and was achieved using 1,000 itera-
tions and a seasonal component of order 12.

It should be mentioned that with the variables used in 
this investigation it is not possible to improve the values 
obtained from MAPE (already very acceptable), the MAPE 
could be improved by increasing the number of variables, 
but from the country-case study used here no more than 
those already mentioned above are available (which are 
also those commonly used in all forecast studies).

In another order, highlighting that the advantages of 
using MAPE consist, first of all, in its interpretation, since 
it is expressed as a percentage, which makes its interpre-
tation intuitive and easy to understand, and it is also inde-
pendent of the scale of data, which means that it can be 
used to compare the accuracy of forecasts in different con-
texts, making it easy to compare between different mod-
els or data sets. And secondly, the MAPE proportionally 
penalizes the errors, which means that large errors have 
a greater impact on the metric than small errors, this ade-
quately reflects the importance of errors in the forecast 
and is especially useful when you want to give priority to 
accuracy in large forecasts.

Finally, it is worth mentioning that the results obtained 
here coincide with the forecasts made in a recent study 
(Gudmundsson et al., 2021), on the recovery of air transport 
worldwide, which predicts that the demand for air passen-
gers will recover, to pre-pandemic levels, by the end of 2022 

Table 3 Comparison of MAPE for models with covariates (socio- 
economic) for domestic air cargo transport demand. Source: authors

Model Variable and covariate MAPE

Model 1 Dom. Air Cargo (no covariates) 1.31%

Model 2 Dom. Air Cargo (with TRM) 6.48%

Model 3 Dom. Air Cargo (with Imports) 8.07%

Model 4 Dom. Air Cargo (with Exports) 8.31%

Fig. 3 Traffic history (1992–2021) and forecast (2022–2031) of domestic 
air cargo demand. Source: authors

Table 4 Comparison of MAPE for models with covariates (socio- 
economic) for international air cargo transport demand. Source: authors

Model Variable and covariate MAPE

Model 1 Intl. Air Cargo (no covariates) 2.21%

Model 2 Intl. Air Cargo (with TRM) 4.08%

Model 3 Intl. Air Cargo (with Exports) 7.98%

Model 4 Intl. Air Cargo (with Imports) 11.95%

Fig. 4 Traffic history (1992–2021) and forecast (2022–2031) of 
international air cargo demand. Source: authors
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(optimistic scenario). And the results also coincide with very 
recent studies and projections of the three major interna-
tional air transport organizations. For example, IATA (2022) 
estimates a recovery of both the absolute value of passenger 
demand and the growth trend (at the pre-pandemic rate) by 
2023 for the Latin America & Caribbean (LA&C), region 
where the country-case is located (of the present research); 
ICAO (2022) presents similar passenger demand projec-
tions for LA&C, although the demand growth trend at 2019 
values is at the end of 2022; and finally ACI (2022) predicts 
that passenger demand, worldwide, will recover the values 
of 2019 at the end of 2023, for domestic passengers, and in 
mid-2024 for international passengers.

7 Conclusions
Firstly, estimating the demand for air transport (passen-
ger and cargo) at the local/national level provides valuable 
information so that civil aviation planners can design, plan 
and implement, well in advance: air infrastructure devel-
opment strategies; a capital investment schedule (public 
and/or private); and finally, related public policies that 
allow decision makers (public) to contribute to consolidate 
and strengthen the development of the local/national air 
transport industry. Secondly, both academia and industry, 
and at a global level, are developing research and forecast-
ing studies that allow them to know when and how air traf-
fic (both demand volume and growth trend) will recover 
to pre-pandemic levels (the year 2019), due to the impor-
tance of the aviation industry, not only in terms of local/
regional/global connectivity but also its contribution to the 
global economy.

Regarding the methodology used in this research, and 
the results obtained, it can be highlighted that the fore-
casts are in line with the behavior of the post-pandemic 
passenger and air cargo series, showing the future growth 
of the aviation sector. In addition, it is evident that the use 
of the BSTS models without covariates and with covari-
ates present acceptable results in the forecast, which were 
justified with the MAPE showing values below 10% error, 
they are also models that present robustness when it comes 

to model series that have had shocks in their structure, 
such as the one that occurred due to the global health 
emergency of COVID-19 and that brought the values of 
the series to minimum levels and then began to return to 
their usual state. The use of Bayesian models opens the 
possibility of working with long-term aeronautical time 
series forecasts, presenting an advantage over classic time 
series models that converge to the mean in the long term, 
in addition to not assimilating changes in the structure of 
the series as if the models presented do.

For continuity to future related studies, several alterna-
tives are presented, namely:

1.	 although the historical data used is extensive (1992–
2021 and monthly), this range could be extended, 
for example, ten or fifteen more years, to see how 
the model (BSTS) behaves with a greater amount of 
data, although this represents a challenge (since in 
air transport it is not always possible to obtain such 
old and quality data);

2.	 although the current model presents an excellent 
performance for a medium-term forecast (10 years), 
it would be interesting to see how the model behaves 
for a longer forecast horizon, for example at 20 and 
30 years (usual forecast times for the demand in the 
master plans of the airports, for their planning in the 
long and very long term);

3.	 considering that the COVID-19 pandemic had 
a strong impact on the drop in demand, it would be 
interesting to use, simultaneously with the BSTS 
model, other methodologies to compare the behavior 
and performance of the different models in relation 
to the impact produced by the COVID-19 pandemic 
in traffic data;

4.	 and, finally, and using BSTS models, expand the 
traffic demand forecast at a geographical level, for 
example, including some countries (the largest) 
in the Latin American region (where Colombia is 
located, country-case study), to find out and com-
pare the recovery trends in traffic demand for the 
post-pandemic period.
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