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Abstract

Road accidents are one of the biggest concerns to the road safety of developing nations. In India, around 150,000 fatal accidents occur 

annually. Road accident prediction models help in accessing the factors responsible for and those that contribute more to accidents. 

Most of the prediction models focus on the parameters like road characteristics, traffic characteristics, driver characteristics, and road 

geometrics. In this study, we considered socio-economic and land-use parameters as input data for accident prediction modeling. 

The socio-economic and land-use variables data of 20 Indian metro cities were collected. The data were collected for a period of 5 years 

ranging from 2016 to 2020. A multiple linear regression model was developed between the total number of accidents that happened 

in the 20 metro cities and the socio-economic and land-use variables. ANN model was also developed to check its applicability to this 

study and the results obtained are satisfactory.
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1 Introduction
On the 19th and 20th of February, 2020, the third Global 
Ministerial Conference on Road Safety took place 
in Stockholm, Sweden. At the summit, all of the par-
ticipants, including India, reaffirmed their strong com-
mitment to attaining the goals of decreasing road acci-
dent-related deaths by half by 2025. By 2030, at least 50% 
will be achieved. According to the Global Status Report 
on Road Safety 2018, road traffic continues to be a major 
developmental issue, a public health concern, and a lead-
ing cause of death and injury worldwide, killing more 
than 1.35 million people, with 90 percent of these fatali-
ties occurring in developing countries. Every year, almost 
150,000 people are killed in road accidents in India.  
As a result, India is responsible for over 11% of all acci-
dent-related deaths worldwide. Due to population expan-
sion and large-scale socio-economic activity, most Indian 
metropolitan cities are seeing an ever-increasing surge 
in automobile traffic. As a result, there are serious traffic 
difficulties on the highways, as well as a high number of 
road accidents. 

Accident prediction models help in accessing the param-
eters responsible for the mishap. Most of the researchers 
developed prediction models considering parameters like 
traffic volume, AADT, Vehicular density on the road, road 
geometrics, road characteristics like the curvature of the 
road, type of junction, number of potholes, construction 
activities on the road, etc.

To access the vulnerability of metro cities to accidents 
we introduced the new term CAVR (%) (City accident vul-
nerability rate, it is the ratio between the average annual 
accidents in the metro cities and the average annual acci-
dents in the entire country in terms of percentage). The pri-
mary goal of this study was to establish a link between 
socio-economic and land-use characteristics and CAVR 
(percent) and to construct accident prediction models 
using linear regression and principal component analysis.
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2 Literature review and methodology
Detailed study of the literature on accidents, regres-
sion models was carried out (Adanu and Jones, 2017; 
Afework and Sipos, 2020; Alkheder et al., 2017; Basu 
and Saha, 2017; Jovanis and Chang, 1986; Kumar and 
Jain, 2021; Roy et al., 2017; Sipos et al., 2021; Valli et al., 
2005). Along with regression models, principal com-
ponent analysis and artificial neural network was also 
studied (Alqatawna et al., 2021; Aworemi et al., 2010; 
McFadden et al., 2001; Xue and Weng, 2014; Yeole et al., 
2022; Yuan et al., 2020; Zheng and Meng, 2011). 
Traffic safety plays a vital role in accident prediction 
(Božović et al., 2022; Todosijević et al., 2022). The flow 

chart of the methodology of this study is presented in 
Fig. 1. Various input variables like socio-economic and 
land use were taken for modelling. The concept of lin-
ear regression, principal component analysis and artificial 
neural network was used for modelling. 

3 Data collection
The socio-economic parameters are, e.g. population, city 
area, population density, per capita income, and male (%), 
female (%) population from the world's largest cities' 
demographics and registered vehicles, city buses data 
from the office of state road transport commissioners/
UT administrations. Land-use data were collected from 

Fig. 1 Flow chart of the methodology
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the comprehensive city development plan. Accident data 
were collected from the ministry of road transport and 
highway (MORTH) annual reports.

3.1 Selected cities
Throughout history, India has been largely rural, yet sev-
eral urban areas have thrived from time to time. The coun-
try is rapidly expanding, with 35 percent of the people liv-
ing in urban areas, which is anticipated to rise to 70 percent 
by 2050 (World Urbanization Prospects). Urbanization 
occurs as more and more people move to cities for employ-
ment, education, and medical assistance leading to a rise 
in the number of motorized vehicles. As the fraction of the 
people living in cities grows, so does the number of motor-
ized vehicles. With their better wealth and current level of 
living, they possess vehicles (cars, trucks, two-wheelers, 
etc.). Cars, for example, are frequently viewed as emblems 
of prosperity and luxury. Urbanization directly encour-
ages the expansion of trade, commerce, and services. 
In the current study, many cities in India are examined for 
research purposes, as stated in Table 1, which shows the 
population and area details for the selected cities.

3.2 Socio-economic and land use variables
Parameters considered in the study is provided in Table 2. 
The study only includes cities with reliable data availabil-
ity. Cities have been divided into three groups because 
different-sized cities exhibit diverse behaviors. The first 
group (given in Table 3) consists of the cities identified by 
MCP1 with a population of more than 7 million. The next 
one contains the cities identified by MCP2 with popula-
tions between 2.5 and 7 million. Lastly, cities with a popu-
lation fewer than 2.5 million are identified by MCP3. 

Cities expand spatially over time. Table 4 consists of 
cities group based on area. The area's alterations will 
affect how the city's traffic behaves. Based on their size 
or scope, cities are further divided into three categories/
classes. Small cities are first identified by MCA1 and have 
an area of more than 600 km2. The MCA2 code designates 
medium-sized cities, which have an area between 300 and 
600 km2. Finally, cities with an area less than 300 km2 are 
designated by the MCA3 code.

4 Results and discussions
4.1 Model development
The intention of this study is to develop an accident pre-
diction model for the future prediction of accidents 
in Indian metro cities. For this, accident data from 2016 to 

Table 1 Selected cities and their demographics

No City name Area  
(km2)

Population  
(in millions)

1 Delhi 1434 16.32

2 Mumbai 603 18.41

3 Kolkata 206 14.11

4 Bangalore 709 8.5

5 Chennai 426 8.7

6 Hyderabad 650 7.75

7 Ahmedabad 505 6.35

8 Pune 516 5.05

9 Surat 474 4.59

10 Kochi 95 2.12

11 Kanpur 3155 2.92

12 Indore 525 2.17

13 Jaipur 709 3.07

14 Madurai 148 1.46

15 Bhopal 463 1.88

16 Patna 250 2.05

17 Nagpur 394 2.5

18 Agra 121 1.75

19 Varanasi 82 1.44

20 Amritsar 139 1.18

Table 2 Parameters considered for the study

No Parameter 
type Parameter Units

1

Socio-
economic

Population Numbers  
(in millions)

2 Area km2

3 Population density Numbers/km2

4 Male %

5 Female %

6 Per capita income ₨

7 City buses Numbers

8 Road density km/km2

9 Registered vehicles Numbers  
(in millions)

10

Land use

Residential %

11 Commercial %

12 Industrial %

13 Public area %

14 Recreational %

15 Transport %

16 Agriculture %

17 Waterbodies %

18 Open space %

19 Other land use %
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2020 was collected, and linear regression and ANN mod-
els were developed. The dataset was divided into 3 parts 
70% for training, 15% of the dataset for validation, and 
15% of the dataset for testing. The results obtained from 
linear regression and ANN models are presented below.

4.1.1 Multiple linear regression
ANOVA analysis was carried out with a 90% confidence 
interval and the parameters having a p-value less than 0.10 
were considered sensitive parameters to the CAVR (%). 
From Table 5 for all city data, city buses (No), registered 
vehicles (in millions), and industrial area (%) parame-
ters are significant. For the MCP1 category city's popu-
lation (in millions), registered vehicles (in millions), and 
industrial area (%) are significant. For the MCP2 category 
city's population (in millions), and industrial area (%) are 

significant. The regression equations developed from the 
multiple regression analysis are given in Eqs. (1)–(7).
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Table 5 Significant parameters for CAVR (%)

Models of CAVR of various city categories

Co-efficient (t-stat) All cities MCP1 MCP2 MCP3 MCA1 MCA2 MCA3

V

Population  
(in millions) – −0.34 × 10−6

(0.06)
−0.10 × 10−4

(5.94)
0.0031
(0.182) – −0.01

(−0.404) –

Population density  
(No) – – – 0.27

(1.13) – – –

City buses  
(No)

4.0 × 10−5

(1.22) – – – – 7.6 × 10−4

(4.15)
3.5 × 10−5

(0.90)

Registered vehicles  
(in millions)

0.0006
(2.29)

0.0007
(1.01) – – 0.0008

(4.82)
0.01

(3.68)
−0.002
(−1.22)

Industrial  
(%)

17.85
(3.68)

22.63
(2.59)

9.34
(5.94) – 17.06

(2.77)
10.30
(1.40) –

Intercept −0.047
(−0.52)

−0.04
(−0.03)

1.19
(12.53)

0.057
(0.13)

−0.007
(−0.06)

0.72
(3.93)

0.50
(1.63)

F

Sample size 20 6 6 8 6 7 7

R² 0.75 0.89 0.98 0.74 0.94 0.97 0.56

F-test  
(table)

16.50
(4.0 × 10−5)

5.82
(0.14)

107.82
(0.001)

7.39
(0.03)

23.65
(0.01)

17.33
(0.05)

2.59
(0.09)

Note: V indicates variables and F indicates sample size, R2, F-test values

Table 3 Metro cities categorization based on population

City category Population (in millions)

MCP1 > 7

MCP2 2.5–7

MCP3 < 2.5

Table 4 Metro cities categorized based on area

City category Area (km2)

MCA1 > 600

MCA2 300–600

MCA3 < 300
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4.1.2 Principal component analysis
It is observed that CAVR (%) mostly affecting 5 parame-
ters out of 19 parameters that are considered for the study, 
therefore the principal component analysis was performed 
to identify a smaller number of uncorrelated variables 
from a large set of data. The goal was to explain the maxi-
mum variance within the fewest number of principal com-
ponents (to explain maximum variance in the data, with 
the fewer number of variables).

A total of 19 variables were considered to find the 
principal components, from 19 variables 13 were shown 
in a screen plot; these 13 variables explain 99% variabil-
ity from the given data. The first 5 principal components 
explain 85% variability of the given data. Squared cosines 
of the variables whose factors are greater than 0.5 were 
considered significant. Table 6 explains the variables cor-
related in each principal component (the variables having 
a squared cosine factor greater than 0.5).

Similarly, the principal component analysis was also 
carried out for MCP1, MCP2, MCP3, MCA1, MCA2, and 
MCA3 category cities. Regression models were developed 
for the principal components and the results are mentioned 
in Table 7. ANOVA analysis was carried out for the princi-
pal components with a 90% confidence interval and prin-
cipal components with a p-value less than 0.1 were consid-
ered significant. The significant principal components are 
mentioned in Table 8.

The regression models developed between the princi-
pal components and CAVR (%) are given in Eqs. (8)–(14).

CAVR All cities PC% . .� � � � �0 464 0 129 1  (8)

CAVR MCP1 cities PC% . .� � � � �0 883 0 17 2  (9)

CAVR MCP2 cities PC% . .� � � � �0 31 0 044 1  (10)

CAVR MCP3 cities PC% . .� � � � �0 261 0 125 3  (11)

CAVR MCA1 cities PC% . .� � � � �0 67 0 107 1  (12)

CAVR MCA2 cities PC% . .� � � � �0 53 0 14 1  (13)

CAVR MCA3 cities PC% . .� � � � �0 21 0 08 3  (14)

4.1.3 Artificial neural network (ANN)
Nineteen neurons make up the input layer of the two-
layer feed-forward network that was chosen. In the bur-
ied layer, 19 neurons were chosen for further processing. 
The CAVR (%) of the chosen city was set as the one neu-
ron in the output layer. Input data was divided into 3 parts 
70% of the dataset as training data, 15% of the data-
set as testing data, and 15% of the dataset as validation 
data. As an activation function, the sigmoid function was 
employed. The division of the dataset is given in Table 9. 
The neural network architecture is given in Fig. 2.

The network output was matched with the intended out-
put for each set of input that was applied to the network. 
The mean square error is given in Eq. (15). The disparity 
between these two is regarded as the error. Equation (15) 
was used to determine the mean square error.

MSE � � � � � � � � �� �
� �
� �1 12

1

2

1i
e j

i
v j u j

j

i

j

i

 (15)

Where Q = number of observations; v( j) = target output 
of jth observation; u( j) = Network output of jth observation; 
e( j) = difference of target output and network output of jth 
observation.

Fig. 3 displays the network's training, validation, and 
testing results with total inputs and the CAVR (%) as the 
output of all cities with original data.

4.1.4 Principal components – ANN application
Fig. 4 depicts the network design utilizing principal com-
ponents. A two-layer feed-forward network with a back 
propagation algorithm makes up the chosen network. 
Five neurons make up the input layer, which receives the 
principal component data.

That was acquired by doing a principal component 
analysis on the complete set of data. Given that they 
account for 85% of the original data, the first five main 
principal components were taken into account. Five neu-
rons have been added to the hidden layer. TRANSIG was 

Table 6 Correlated variables of principal component

Principal 
component

Variability 
explained (%) Variables correlated (significant)

PC1 27.05% Residential area, Registered vehicles, 
Road density, Industrial area

PC2 21.95% Population, Population density, 
Per capita income

PC3 16.70% Commercial area, transport area, 
others

PC4 12.90% Total city area

PC5 6.40% Agriculture
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the activation function employed for the job. With all of 
the neurons processing the data forward, this network is 
fully linked.

Fig. 5 displays the network's training, validation, and 
testing results with total inputs and the CAVR (%) as 
the output of all cities with principal components data. 
Training results like R-value and Mean Square Error 
(MSE) of all cities, MCP1, MCP2, MCP3, MCA1, MCA2, 
and MCA3 categorized cites are given in Table 10.

5 Conclusions
When compared to the original data, principal components 
have resulted in the development of superior CAVR models 
(R² (All data-ANN) = 0.70, R² (All data-ANN-PC) = 0.84).

ANN-based CAVR was shown to have higher explan-
atory power in comparison to regression models (R² (All 
data-regression) = 0.65, R² (All data-ANN) = 0.70).

The city population, registered vehicles, and indus-
trial area (%) are discovered to be the important variables 
in regression analysis describing the CAVR (city accident 
vulnerability rate).

Cities were classified according to their size or location. 
The city area has not generated any results for the creation 
of improved models. This might be because each category 
had a modest sample size.

Table 7 Principal component analysis results

Models of CAVR (%) of various city categories

Co-efficient (t-stat) All cities MCP1 MCP2 MCP3 MCA1 MCA2 MCA3

PC1 0.129
(3.57)

−0.05
(−0.61)

0.044
(1.66)

0.002
(0.078)

−0.107
(−2.22)

0.14
(2.71)

0.007
(−0.24)

PC2 0.033
(0.671)

−0.17
(−2.63)

0.031
(0.85)

0.007
(0.177)

0.057
(0.62)

0.044
(0.45)

−0.04
(−1.16)

PC3 0.087
(1.74)

0.007
(0.048)

−0.011
(−0.217)

−0.125
(−4.54)

0.078
(0.75)

0.038
(0.315)

−0.08
(−2.56)

PC4 0.040
(0.61)

−0.150
(0.455)

0.056
(0.78)

−0.05
(−0.75)

0.162
(1.05)

−0.17
(−1.28)

0.047
(0.81)

PC5 −0.049
(−0.52)

0.237
(0.784)

−0.086
(−1.27)

0.006
(0.05)

−0.064
(−0.24)

0.03
(0.14)

0.030
(0.19)

Intercept 0.464
(5.85)

0.883
(3.60)

0.31
(4.26)

0.261
(2.80)

0.67
(4.78)

0.53
(3.71)

0.21
(3.65)

Sample size 20 6 6 8 6 7 7

R² 0.64 0.63 0.41 0.77 0.55 0.595 0.56

Table 9 ANN Data set description

Input data  
size

Training set  
(70%)

Validation set  
(15%)

Testing set  
(15%)

20 × 19 14 × 15 3 × 2 3 × 2

Table 8 Significant principal components

Models of CAVR (%) of various city categories

Co-efficient (t-stat) All cities MCP1 MCP2 MCP3 MCA1 MCA2 MCA3

PC1 0.129
(3.57) – 0.044

(1.66) – −0.107
(−2.22)

0.14
(2.71) –

PC2 – −0.17
(−2.63) – – – – –

PC3 – – – −0.125
(−4.54) – – −0.08

(−2.56)

PC4 – – – – – – –

PC5 – – – – – – –

Intercept 0.464
(5.85)

0.883
(3.60)

0.31
(4.26)

0.261
(2.80)

0.67
(4.78)

0.53
(3.71)

0.21
(3.65)

Sample size 20 6 6 8 6 7 7

R² 0.64 0.63 0.41 0.77 0.55 0.595 0.56
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Fig 2 Neural network architecture

Fig. 3 Performance of ANN (with total input) – for CAVR (%)

Fig. 4 Principal component neural network architecture
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