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Abstract

Traffic accidents pose significant challenges for communities worldwide, particularly in Vietnam, where many individuals live on low
to middle incomes and where infrastructure often struggles to keep pace with rapid mechanization. This study uses a historical data
set of traffic accidents from 2020 to 2023 in Thanh Hoa province, Vietnam, as input data for Random Forest and Spline Regression
machine learning models to predict the number of deaths and injuries from traffic accidents. A traffic accident prediction map for
2024 is established from the predicted results of the death and injury numbers obtained from Random Forest combined with GIS
technology. The prediction results show superiority in providing detailed information about accidents to intervene to make traffic
safer, especially in areas at high risk and during peak periods of accidents. The Random Forest model demonstrated superior
performance to Spline Regression, achieving a mean absolute error of 0.012072 for deaths and 0.036323 for injuries, with the R? values
of 0.998663 and 0.996552, respectively. Including lagged variables and adjusting for seasonal effects further improved the accuracy of
daily predictions. The study offers an approach to solving traffic accidents in low- and middle-income countries, where traffic accident
prediction methods based on historical data sources are still not widely used, with the hope of applying machine learning and GIS in
road safety management shortly.
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1 Introduction

Traffic accidents are a serious problem affecting global pub-
lic health, causing tremendous pressure on countries' econ-
omies, especially in low- and middle-income countries.
Injuries from road traffic accidents are among the lead-
ing causes of death worldwide, with the highest number of
deaths in low- and middle-income countries where infra-
structure development is often slower than the rapid increase
in industrialization and urbanization (Ahmed et al., 2023;
Pelicic et al., 2024). In Vietnam, the frequency of road traffic
accidents and their severe consequences are especially evi-
dent due to rapid urbanization, poor road conditions, changes
in traffic density, unfavorable environmental factors, etc.
Traffic accidents have a profound impact on the econ-
omy if not controlled, not monitored and not found the
cause. Therefore, the road traffic accident prediction model

is built by analyzing locations with high risk of accidents
and the related factors. In previous years, traditional statis-
tical techniques, such as linear regression, were commonly
used to analyze road traffic accidents (Azami et al., 2024;
Isler et al.,2024; Phaphan et al., 2023). However, traffic acci-
dents often have complex, non-linear interactions that tradi-
tional statistical techniques do not provide high accuracy or
interpretability. In several recent publications, to evaluate the
influence of factors related to traffic accidents, the Random
Forest algorithm has been used because of its robustness
in processing high-depth dimensional data sets with com-
plex interactions, as well as the ability to rank the impor-
tance of features (Bhele et al., 2024; Tejashwini et al., 2024).
Meanwhile, Spline regression is used to capture non-lin-
ear and seasonal trends in traffic data, making it especially
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effective for analyzing long-term trends and cyclical fluctu-
ations. period (Ajao et al., 2023; Shelevytsky et al., 2020).
These models overcome the limitations of traditional meth-
ods, providing improved accuracy and interpretability in traf-
fic accident prediction (Alok et al., 2024; Das et al., 2024).
Besides, GIS is a powerful tool for analyzing spatial prob-
lems and is used to map accidents and create visual and vivid
images (Ulu, 2024).

This study uses a combination of GIS with machine learn-
ing models and a traffic accident data set from 2020 to 2023
in Thanh Hoa province to create a map to predict the num-
ber of deaths and injuries due to traffic accidents in Thanh
Hoa province, one of the areas that illustrate infrastructure
challenges and complex terrain conditions. The unique com-
bination of rural and urban roads, combined with seasonal
climate variations and diverse traffic patterns, creates an
ideal case for analyzing traffic safety dynamics (Fahad et al.,
2023; Wang et al., 2024). The study incorporated lagged
variables and removed seasonal effects, allowing the models
to capture temporal dependence and accommodate recur-
ring patterns in traffic accident trends.

2 Materials and methods

2.1 Study area

The study was conducted in Thanh Hoa province, Vietnam,
which is a large province of the North Central region with
geographical coordinates ranging from 20°40' to 19°18'
North latitude and from 106°04"' to 104°22' East longi-
tude (Fig. 1). Thanh Hoa province is one of the five larg-
est provinces in Vietnam, with an area of 11.080,8 km?.
The population of Thanh Hoa province ranks third in Vietnam,
with 3.640.128 people in 2019 statistics (Ha et al., 2024).
Thanh Hoa province has terrain sloping from Northwest
to Southeast. In particular, the mountainous and midland
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Fig. 1 Study area - Thanh Hoa province of Vietnam

regions occupy most of the province's area. The province's
transportation system is very convenient both within and
internationally, with the Ho Chi Minh Road and many other
national highways.

2.2 Methodology

The study was conducted in four steps to predict the acci-
dent risk space as shown in Fig. 2. First, the process begins
by integrating the geographic database including road layer,
boundary layer, and surface cover with the traffic accident
database from the geographic information system (GIS) to
create a map of accident points in the study area. Second,
data preprocessing is an important step to ensure input data
quality for the analysis process. Third, the machine learn-
ing part includes dividing the data set into 20% test and
80% training, then applying Spline Regression and Random
Forest models for training and testing. From there, evaluate
the model performance using the MAE, MSE, and R? indices.
Finally, the road traffic accident risk prediction map is estab-
lished through the best model.

2.2.1 Map of historical road traffic accidents

The study used two data sets to establish a map of histor-
ical road traffic accidents. First, the road network map of
Thanh Hoa province and administrative boundaries were
digitized from remote sensing image data in shapefile form.
Road attribute data includes length, width, road type, etc.
collected from reports provided by Thanh Hoa Department
of Natural Resources and Environment.

The second data set of 1,594 traffic accidents in 4 years
(2020-2023) was provided by Thanh Hoa Provincial Traffic
Police Department. This data set contains essential fea-
tures such as geographical coordinates (latitude and longi-
tude), time information (day, month, year), road conditions,
lighting and weather conditions, and results of accidents
(deaths and injuries). Other specific data such as the age of
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the victim, means of transportation, and number of vehicles
involved. Fig. 3 illustrates the locations of accident incidents
in Thanh Hoa from 2020 to 2023.

2.2.2 Data description

The data are depicted in histogram Fig. 4. This is a compre-
hensive analysis of the frequency distribution of continu-
ous variables (attributes of incidents) in the study, including

Distribution of Lafitude Distribution of Longitude Distribution of Safety index

20

0

" A Il
e 50 a2 iy

Distribution of Number of vehicles.

x 8 2 8 & & 3
s%
- & &8

« & ® § &
\
o
8 8
« B & 8 8 8§ B 8 B &

©

) | | |

4 I
o s 2 5 w®

0o

Distribution of Year Distribution of Lighting conditions.

%0
000
o a5
w0
0
x0
0
m
. -
) n /I\ )
% S ¢
l 2 s 4 s

o
2200 2205 2210 W5 220 H!25 230 10 15 20 25 30 35 40

Distribution of Weather conditons

8

6

Distribution of Death Distribution of Injury Distribution of Age of vietim

g

&0

)

-]
g 8 8 3
LI

0 %
"
o i iz
e e

o — o
0 05 10 15 20 25 30 00 05 10 15 20 25 30 35 40

Fig. 4 Frequency distribution of main continuous variables in traffic
accident incident data

104°30'0"E 105°0'0"E 105°30'0"E 106°0'0"E

L h N s
N w LA PRUV]NCF
U

T, T
HA TAY PROVINCE

HOA BINH PROVINCE -

HA NAM PROVINCE \‘
P
.

ZO”S?‘G"N
20°30'0"N

|

20°00'N
\
T
20°00"N

7
/\NGHE AN PROVINCE
¥

Rz
RSN EAST SEA

MAP LEGEND
@ Road traffic accidents 2020-2023
IProvincial boundaries
I Thanh Hoa Province
~— Highway

I9“3?'0”N
T
19°30'0"N

Scale: 1:1,000,000

L 0510 20 30 40 v
— Provincial roads e —— Ki]ome}ers

T T T T
104°30'0"E 105°0'0"E 105°30'0"E 106°0'0"E

Fig. 3 Map of road traffic incidents in Thanh Hoa province (2020-2023)

Thietal. | »] 75
Period. Polytech. Transp. Eng., 54(2), pp. 173-183, 2026

geographical variables (latitude, longitude, etc.) degree), time
factors (day, month, year), environmental conditions (light
and weather) and specific factors of the accident (number of
vehicles, age of victims, road safety index, number of deaths
and injuries). Analyzing these variables is essential in provid-
ing the necessary information for the prediction model.

2.3 Machine learning model
Two machine learning models are used to predict deaths and
injuries: Spline Regression and Random Forest Regression.

2.3.1 Spline regression

Spline regression was chosen for this study because of its
ability to model nonlinear relationships, which are com-
mon in traffic accident data. Spline functions allow for
smooth curve fitting across different parts of the data,
effectively capturing complex trends that may not be lin-
ear. The spline regression model used in this study was
implemented with cubic splines, which provides flexibility
in fitting both short-term fluctuations and long-term trends
in accident rates (Ajao et al., 2023; Meganfi et al., 2023;
Schuster et al., 2022; Yu et al., 2024).The cubic spline
function is expressed as follows:

y(x)=ﬁ0+2::] ﬁiBi('x)' M

B(x) are the coefficients estimated from the data.
Nodes for the spline were determined using cross-valida-
tion to minimize the risk of overfitting.

2.3.2 Random forest
Random Forest was chosen because of its robustness in
handling large data sets with many dimensions and its abil-
ity to measure the importance of features. The model con-
sists of multiple decision trees, where each tree is trained on
a random subset of data and features. The final prediction
is made by averaging the predictions from all trees, thus
reducing the risk of overfitting (Prasetiyowati et al., 2020;
Venugopal et al., 2024).
The Random Forest model is determined by the follow-
ing parameters:
* n_estimators: number of decision trees in the forest
(adjustable from 100 to 300).
* max_depth: maximum depth of each tree (adjustable
between 10 and 20 or unlimited).
* min_samples_split: minimum number of samples
required to split a node (adjustable from 2 to 10).
* min_samples leaf: Minimum number of samples
required at a leaf node (adjustable between 1 and 4).
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* max_features: Number of features to consider when
looking for the best split (‘auto’, 'sqrt' or 'log2").

To improve model accuracy, a grid search with cross-val-
idation was applied to determine the optimal hyperparame-
ters. A TimeSeriesSplit method was used for cross-valida-
tion to ensure that the chronological sequence of the data was
preserved. TimeSeriesSplit splits the data into training (80%)
and validation (20%) sets, ensuring that each validation set
only contains data from the future relative to the training set.
This method is important for time series prediction, where
the goal is to predict future events based on past information.

2.3.3 Incorporation of lagged time variables and
seasonal adjustment
To capture short-term temporal dependencies in traffic acci-
dent patterns, we generated lagged versions of the target vari-
ables, including fatalities and injuries from the preceding one
and two days. Specifically, the constructed variables include:
* Fatality _, Injury, : number of deaths/injuries from
the previous day
* Fatality, ,, Injury, ,: values from two days prior

These lagged time variables were included as input fea-
tures in both the Random Forest and Spline Regression mod-
els. Their inclusion improved predictive performance by
allowing the models to account for autocorrelation and recent
trends in accident severity.

Additionally, the study employed seasonal-trend decom-
position using LOESS (STL) on the daily time series of
fatalities and injuries. This process separated the data into
trend, seasonal, and residual components. By removing sea-
sonal effects (e.g., monthly peaks associated with holidays
or weather patterns), the models were trained on de-season-
alized data, enhancing robustness and generalization.

These techniques jointly improved the models' ability to
predict daily accident outcomes and reduced sensitivity to
short-term fluctuations or periodic spikes.

2.4 Calculate the models
Models are evaluated based on several performance metrics:
* Mean absolute error (MAE): A measure of prediction
accuracy, calculating the average absolute difference
between the actual and predicted values.

1 n
MAE—;Z

i=1

yz‘_)A/l" @

where 7 is the number of observations; y, is the actual
value; y, is the predicted value.

* Mean Squared Error (MSE): This index calculates
the square of the difference between the actual value
and the predicted value to more severely penalize
large errors.

1o 2
MSE = ;Z,.:l(y,» -) . 3)

Where 7 is the number of observations; y, is the actual

value; ¥, is the predicted value.

e R% Measures how well the model captures variation
in the target variable.
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Where 7 is the number of observations; y. is the actual
value; y, is the predicted value; y is the mean value of the
dependent variable.

Additionally, a 95% confidence interval was calculated
for each predicted value using the standard deviation of each
tree prediction in the Random Forest model.

2.5 Predict future accidents

Once the models are trained and validated, they are used to
predict daily deaths and injuries in 2024. A separate data set
of future features is simulated (e.g., weather conditions, traf-
fic flow) generated by randomly sampling values from the
historical data set, ensuring that the distribution of these fea-
tures remains consistent with observed patterns. The pre-
dictions are accompanied by confidence intervals, which
measure the degree of uncertainty in the prediction. The pre-
diction results, including predicted deaths and injuries and
their corresponding confidence intervals, were saved to an
Excel file for further analysis and interpretation.

2.6 Visualization and mapping

Geospatial analysis was conducted using predicted val-
ues of deaths and injuries, mapped against historical data.
These maps, constructed using GIS software, identify
high-risk areas and facilitate spatial comparisons with
past accident hotspots. This visual representation provides
a valuable tool for policymakers and stakeholders to plan
targeted interventions.

3 Results

3.1 Performance metrics of the Spline regression model
and the Random Forest regression model in predicting
fatalities and injuries from traffic accidents

Table 1 show performance metric of the models in predict-
ing deaths and injuries



Table 1 Performance metrics of the models in predicting deaths and

injuries
Model Metric Deaths Injuries
MAE 0.0288 0.2748
Spline regression MSE 0.0013 0.1305
R’ 0.996 0.805
MAE 0.012072 0.036323
Random Forest MSE 0.000446 0.002306
R’ 0.998663 0.996552

Evaluation of the Spline regression model showed supe-
rior performance in predicting mortality, with a mean abso-
lute error (MAE) of 0.0288 and an R? value of 0.996, indi-
cating that the model explains 99.6% of the variance in
mortality. This result reflects the model's reliable accuracy in
capturing mortality trends. The model predicted lower per-
formance injuries with an MAE of 0.2748 and R* of 0.805,
explaining 80.5% of the variance. The mean squared error
(MSE) values confirm the model's reliability, especially in
minimizing significant prediction errors.

The Random Forest model showed outstanding perfor-
mance in predicting deaths and injuries with MAE values of
0.012072 for deaths and 0.036323 for injuries, indicating pre-
diction errors. The MSE values are also very low, 0.000446
for deaths and 0.002306 for injuries. The results show that the
model rarely makes large errors in predicting. Additionally,
the R? values of 0.998663 for deaths and 0.996552 for inju-
ries reflect that the model explains almost all the variation in
the data. Of these, 99.87% of the variation was explained by
deaths and 99.66% by injuries. These results prove the high
accuracy and reliability of the model.

Table 2 provides detailed information on the models'
performance in predicting deaths and injuries for training
and testing datasets.

The spline regression model demonstrates excellent
performance for mortality predictions. On the training

Table 2 Performance metrics of models for predicting deaths and

injuries in training and testing datasets

Model Target  Data set MAE MSE R?
Train 0.012447  0.000483  0.9986
Deaths
Spile Test 0.028747  0.001324  0.996035
regression Train 0.035629  0.002413  0.996454
Injuries
Test 0.274753  0.130498  0.804929
Train 0.013154  0.000527  0.998481
Death
Random Test 0.012072  0.000446  0.998663
Forest Train 0.036866  0.002447  0.996404
Injuries
Test 0.036323  0.002306  0.996552
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dataset, the results are as follows: Mean Absolute Error
(MAE) =0.012447, Mean Squared Error (MSE) = 0.000483,
and R?> = 0.9986. Similarly, the model performs well on the
test dataset, with MAE = 0.028747, MSE = 0.001324, and
R* = 0.996035. These metrics indicate a tight fit and mini-
mal prediction error, showing that the model captures nearly
all the variance in the data, even for out of sample predic-
tions. In contrast, the model performed well for injuries on
the training set, with MAE = 0.035629, MSE = 0.002413,
and R?>=0.996454. However, there was a significant decrease
in performance on the test set, with MAE = 0.274753,
MSE = 0.130498, and R> = 0.804929. While the model per-
forms well on the training data, it exhibits signs of overfitting
when tested on larger injury samples, indicating difficulty
in generalizing. Overall, the Spline regression model shows
good generalization for predicting deaths. However, it needs
improvement in accurately predicting injuries, particularly
for data that it did not encounter during training.

The Random Forest model showed superior performance
in predicting deaths and injuries on both training and testing
datasets. For fatalities, the MAE is 0.013154 on the train-
ing set and 0.012072 on the testing data set, with MSE val-
ues of 0.000527 and 0.000446, respectively. R-squared val-
ues of 0.998481 (training set) and 0.998663 (testing set)
indicate an almost perfect model fit, explaining most of the
variation in mortality outcomes. This consistency between
the training set and testing set highlights the generalizabil-
ity and stability of the model. For the injury case, the MAE
was 0.036866 on the training dataset and 0.036323 on the
testing dataset, with MSE values of 0.002447 and 0.0023006,
respectively. R-squared values of 0.996404 (training set) and
0.996552 (testing set) confirm that the model explains more
than 99.6% of the variation in injury data, demonstrating pre-
dictive accuracy similarly robust on both datasets.

3.2 Predictions for fatalities and injuries from traffic
accidents using Spline regression and Random Forest
regression models.
3.2.1 Predictions using Spline Regression model
Fig. 5 displays the forecast results from the Spline regres-
sion model. In Fig. 5 (a), we see a comparison of actual
versus predicted death counts after removing seasonality.
Similarly, Fig. 5 (b) presents the comparison for the num-
ber of injuries. These metrics enable us to evaluate the per-
formance of the Spline regression model and highlight key
areas for improvement.

Fig. 5 (a) demonstrates excellent accuracy in predicting
deaths, as indicated by the close resemblance between actual
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Fig.5 Comparison of actual versus predicted values for deaths (a) and
injuries (b) after removing seasonality using a spline regression model
values (blue) and forecast values (red). The model exhibits
strong predictive capability during periods of moderate mor-
tality, with a mean absolute error (MAE) of 0.028747 and a
mean squared error (MSE) of 0.001324. Fig. 5 (a), shown in
Table 2, indicate minimal forecast error. Moreover, the con-
sistently high R-squared (R?) value 0f 0.996035 confirms that
the model accounts for 99.6% of the variation in death rates.
During certain periods, such as the sharp increase around
mid-2023, the model exhibited minor deviations that led to
a slight underestimation of the number of deaths. Although
these deviations were small, they highlight a significant chal-
lenge in accurately assessing accidents involving multiple
vehicles or dangerous situations, which affects the model's
overall applicability. Despite these challenges, the model
demonstrates high forecasting accuracy during both low and
high mortality periods, making it a reliable tool for long-term

predictions.

The forecast of injuries, as shown in Fig. 5 (b), reveals
significant discrepancies between actual and predicted
values. The Mean Absolute Error (MAE) for injuries is
0.274753, and the Mean Squared Error (MSE) is 0.130498.
Both error metrics for Fig. 5 (b) are considerably higher than
the corresponding mortality metrics for Fig. 5 (a) in Table 2.
This suggests that injury data exhibit more complex variabil-
ity, potentially influenced by factors such as road conditions,
driver behavior, or the severity of accidents, which the model

does not fully account for. The model effectively captures
broad trends and seasonal patterns in injury data, as indi-
cated by a relatively strong R? value of 0.804929, meaning it
explains 80.5% of the variation in the dataset. However, the
model struggles during periods of high injury rates, specifi-
cally in mid-2020 and late 2023, highlighting its challenge in
generalizing to more unpredictable conditions. This could be
attributed to the erratic nature of injury severity, where fac-
tors like speed, vehicle type, and weather conditions can sig-
nificantly impact the outcomes of traffic accidents.

Thus, the Spline Regression model provides highly accu-
rate predictions for deaths, with low forecast error and almost
perfect fit, as shown in Fig. 5 (a). For injuries, although the
model captures general trends, the higher MAE (0.274753)
and higher MSE (0.130498) in Fig. 5 (b) suggest that injury
prediction is challenging due to the complex and variable
nature of injury data. To enhance the model's performance,
incorporating additional explanatory variables and exploring
hybrid models may improve results, particularly when pre-
dicting injuries in extreme or fluctuating conditions.

3.2.2 Predictions using Random Forest regression model
The Random Forest model demonstrates outstanding accu-
racy in predicting deaths Fig. 6 (a). Actual values (blue) and
forecast values (red) nearly coincide throughout the time
series, with slight deviations observed. The forecast effec-
tively captured both high-frequency fluctuations and long-
term trends in mortality data. The MAE (mean absolute
error) value is 0.012072, and the MSE (mean squared error)
value is 0.000446 (Table 2), showing the model's ability to
minimize errors and make predictions with high precision.
Additionally, the high R? value of 0.998663 shows that the
model explains almost completely the variation in mortality
data. Even during mortality peak periods (e.g., mid-2023),
the agreement between forecast and actual values highlights
the stability and ability to handle mortality events at mod-
erate and extreme levels of the model. The model's perfor-
mance in predicting injuries, as shown in Fig. 6 (b), was also
robust, with a high degree of agreement between actual and
predicted values. The MAE value for injuries was 0.036323,
and the MSE was 0.002300, a slightly higher level of bias
than for deaths, but the overall results were still very accu-
rate and consistent with the data. The R? value of 0.996552
demonstrates that the model explains 99.66% of the varia-
tion in injury data, demonstrating the model's superior pre-
dictive ability. While the model shows a very close fit during
low-injury periods (Fig. 6 (b)), the model tends to underesti-
mate peak periods slightly (e.g., late 2023). However, these
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Fig.6 Comparison of actual versus predicted values for deaths (a) and

injuries (b) after removing seasonality using a Random Forest model

deviations are still within a small range. The model effec-
tively captured the overall trend and seasonality of injury
cases and became a reliable tool for predicting injury rates
over time.

It is found that the Random Forest model demonstrated
superior performance in predicting both fatalities and inju-
ries, with low error levels and high R? values, indicating its
strong ability to capture the factors influencing traffic crash
outcomes. Due to these outstanding results, the Random
Forest model is used to predict daily traffic deaths and inju-
ries in 2024.

4 Daily prediction of traffic deaths and injuries in 2024
using the Random Forest model
The 2024 death prediction, illustrated in Fig. 7 (a), offers
precise and detailed predictions of daily variations over
time. The Random Forest model, which was optimized
through hyperparameter tuning and temporal cross-vali-
dation, effectively captured the daily fluctuations in death
counts. Most forecast values range from 0 to 2 deaths per
day. However, significant peaks exceeding 2 deaths on cer-
tain days suggest periods of higher risk, potentially linked
to known seasonal or temporal factors.

95% confidence intervals (CI) provide information about
prediction uncertainty. Confidence intervals widen over
some periods, indicating higher levels of unpredictability,
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while they narrow in other periods, showing higher levels
of confidence. This volatility reflects the model's ability
to adapt to changing conditions throughout the year while
maintaining stability in its predictions. These results provide
a strong foundation for understanding risk patterns over time
and highlight the potential for preventative measures, focus-
ing on identified periods of high risk.

The 2024 injury forecast, shown in Fig. 7 (b), shows a
relatively stable trend, with most daily prediction values
fluctuating between 1 and 2 injuries per day. However, the
model also predicts higher peaks, especially in March and
late November, which may be related to external factors such
as seasonality or other influences that need further investi-
gation. The model's 95% confidence intervals (Cls) reveal
significant variability, with wider intervals indicating greater
uncertainty in the predictions. This suggests that the model
may have a limited ability to fully account for the complex
interactions that affect injury rates over time. Nevertheless,
the predictions demonstrate noticeable daily patterns, offer-
ing valuable insights into how injury numbers fluctuate
throughout the year.

The wide confidence intervals indicate that further
enhancements are necessary to improve forecast accuracy
and reduce uncertainty. This can potentially be achieved
by utilizing more detailed data or refining feature selection.
The analysis underscores the model's effectiveness as a
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Fig. 7 Prediction of daily traffic deaths (a) and injuries (b) for 2024
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forecasting tool while also pinpointing areas that need opti-
mization to better support critical decisions related to traffic
injury prevention. With future improvements, the model could
offer a more reliable and robust foundation for developing
interventions aimed at preventing road traffic incidents.

The map in Fig. 8 (a) illustrates the number of traffic
deaths forecast for 2024 in Thanh Hoa province using the
Random Forest model. The model's predictions (indicated
by red points) match actual traffic incidents from 2020 to
2023 (blue points). Notable overlap can be observed, espe-
cially in high-risk areas along major roads and national high-
ways, demonstrating the model's ability to accurately iden-
tify at-risk regions where future accidents occur.

Predictions focus mainly on urban centres and major
transportation routes with higher traffic density and accident
risk. However, the model also points to emerging risk areas
in remote and less populated areas. This result emphasizes
the stability and robustness of the Random Forest model in
predicting traffic fatalities and its potential to support traffic
management and policy interventions. The strong correla-
tion between historical data and forecast results increases
the reliability of the Random Forest model in predicting
traffic fatalities. Additional analysis is essential for areas
where death projections are available but no corresponding
historical information.

The map in Fig. 8 (b) shows the prediction number of
traffic injuries in 2024 in Thanh Hoa province by using the
Random Forest model. The forecast locations (yellow points)
match traffic incidents recorded between 2020 and 2023
(blue points), showing significant overlap, especially on the
main roads and national highways. High-risk areas are iden-
tified in urban centers and essential traffic routes, where con-
gestion and traffic accidents frequently occur.

The model also points to emerging injury risk areas,
especially in less populated areas. The close match between
forecast data and historical data demonstrates the reliability
of the Random Forest model in predicting the number of
traffic injuries. These results can provide valuable informa-
tion to support traffic management, helping local authori-
ties focus on high-risk areas to implement preventive mea-
sures and improve traffic safety. However, further research
is needed to clarify discrepancies between predicted inju-
ries and historical records in certain regions.

5 Discussion

This study evaluates the predictive ability of Spline
Regression and Random Forest models to predict the number
of deaths and injuries due to road traffic accidents in Thanh
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Fig. 8 Map predicting the number of deaths due to traffic accidents

(a) and the number of injuries (b) in Thanh Hoa province using the
Random Forest model

Hoa province. Also, it provides details of performance anal-
ysis and comparisons with existing documents. The results
show that the Random Forest model has outstanding pre-
dictive power, especially in predicting the number of inju-
ries, which is consistent with previous studies that have used
machine learning to predict events. traffic problem.

While effective in capturing long-term trends in traffic fatali-
ties, the Spline Regression model is ineffective when applied
to highly variable outcomes such as injury cases. This differ-
ence is consistent with the results of Kazi Redwan Shabab
et al. (2024) (Shabab et al., 2024), who showed that Spline-
based models often have difficulty in highly variable con-
texts highly dynamic, where non-linear factors such as sud-
den weather changes, traffic surges, or human behaviors can
impact forecast results in unpredictable ways. The relatively
poor performance of the Spline Regression model in predict-
ing the number of injuries (with mean absolute error (MAE)



significantly higher than expected) highlights the limitations
of this model in handling highly variable data, especially
with non-linear outcomes such as injury severity.

In contrast, the Random Forest model better predicted
deaths and injuries. The model achieved an MAE 0f0.012072,
an R? of 0.998663 for deaths, and an MAE of 0.036323 with
an R? 0f0.996552 for injuries. These results surpass the Spline
Re regression model and outperform other studies. For exam-
ple, Tejashwini AG et al. (2024) (Tejashwini et al., 2024)
reported an R? of 0.868 using a Random Forest model with
a similar dataset, which is lower than the results I achieved.
The higher accuracy is because we integrate lagged variables
and seasonal adjustments, which helps the model capture
temporal dependencies and reduces the risk of overfitting.
This approach is consistent with Tejashwini et al. (2024), the
authors found that the use of lagged variables significantly
improved the ability to predict safety-related outcomes road
by capturing the delayed effects of traffic density and external
factors such as weather.

Incorporating lagged predictor variables is essential in
improving the prediction accuracy of Random Forest models,
especially for injuries. Random forests' ability to model com-
plex, time-dependent interactions between factors such as
vehicle density, road surface conditions, and weather events
is a significant advantage over other models, such as linear
models like Spline Regression. The research results coin-
cide with the findings of the authors Khanum et al. (2023),
Scarano et al. (2023), Sufian et al. (2024), Taamneh and
Taamneh, (2019), found that using time-lagged variables
significantly improved injury predictions by capturing the
delayed effects of traffic congestion and the behavior of driv-
ers. By modelling these temporal dependencies, the model
produced more accurate predictions during high-risk peri-
ods, such as March and November, when accidents often
increase sharply due to seasonal fluctuations in traffic den-
sity and weather conditions. Similar patterns of seasonal
fluctuations were also noted by Briand et al. (2022) and
Sufian et al. (2024), the authors suggested that these increases
were often related to holiday travel traffic and damaged road
surface conditions.

Spatial analysis provided through maps forecasting the
number of deaths and injuries in 2024 highlights high-risk
areas along national roads and provincial roads, especially
in urban centers and near important transportation routes.

Fig. 8 (a) illustrates the concentration of predicted traf-
fic fatalities. With red points overlapping green points rep-
resenting historical incidents showing a high degree of con-
cordance between historical data and future predictions.
This is consistent with the study of Chaudhuri et al., (2023),
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the authors emphasized that deaths due to traffic accidents
are often concentrated in corridors with dense traffic flow.
Similarly, Fig. 8 (b) depicts the predicted distribution of the
number of injuries with a wider dispersion, reflecting the
inherent unpredictability of injury outcomes. This wide dis-
tribution is consistent with the study of Zhou et al. (2020),
the authors observed that injuries are likely to occur in
urban and rural areas due to many factors such as traffic vol-
ume, vehicle speed and human behavior. The high overlap
between historical and forecast data in both maps empha-
sizes the robustness of the Random Forest model in captur-
ing spatial and temporal patterns of traffic accident incidents.
The results of this study have important implications for traf-
fic safety management in Thanh Hoa province and similar
areas. By identifying high-risk periods and locations, pre-
dictive models can support specific interventions, such as
increased traffic enforcement or road maintenance during
peak accidents, especially on holidays or when weather con-
ditions are adverse. Furthermore, information from this study
can help guide traffic management strategies, such as adjust-
ing traffic signal timing or applying speed limits in high-risk
areas. However, to exploit the full potential of machine learn-
ing in traffic safety, future models need to integrate more
detailed sociological data, such as driver age or type of vehi-
cle, along with real-time environmental factors to refine pre-
dictions and deliver actionable information more effectively.

6 Conclusion

This study has shown the effectiveness of employing machine
learning in conjunction with GIS to capture the non-lin-
ear and time-dependent interactions in traffic accident data,
which helps predict deaths and injuries resulting from road
traffic accidents. The Random Forest model demonstrated
strong performance, with high mean absolute error (MAE)
and R? values, demonstrating its reliability in predicting
deaths and injuries. Model enhancement through the integra-
tion of lagged variables and adjustment for seasonal effects
further improved daily forecast accuracy. Key findings from
the analysis highlight several factors significantly influenc-
ing traffic accident outcomes in Vietnam's Thanh Hoa prov-
ince, which has diverse road conditions, including complex
topography and quality, heavy traffic density, lighting con-
ditions, and highly variable weather. This information pro-
vides valuable guidance to policymakers, opening oppor-
tunities to implement proactive traffic safety measures.
Predicting accident outcomes daily allows authorities to
deploy strategic resources during high-risk periods, such
as holidays or bad weather, contributing to improved
management and overall traffic safety.
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