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Abstract 

The paper deals with the application of mathematical programming techniques to net­
work analysis and lletwork management in general. The authors show the application of linear 
programming to network ::ocheduling when the problem is to minimize the total crashing cost 
and the required completion time is given. Finally the application of goal programming is 
presented in network scheduling in tha case, when all kinds of constraints (time, resource, etc.) 
are introduced into the problem and the manager has to deal with multiple ohjectives which 
may be in conflict. All kinds of network scheduling problems mentioned ahove are illustrated 
through a detailed numerical example. 

The backbone of the complex production or construction processes with 
many components (e.g. transport construction investments) is the well-known, 
time oriented, normative activity network plan (in simpler case only Gantt 
chart). In order to prepare such a plan whole process of work is to be broken 
down into activitiei3 e.g. on the baE:is of technical plan documentation as well 
as of the hudget included or partial production procesi3es, resp., that thrir 
every important demand, utilization level of resources and the adequate dura­
tion could be estimated in the usual way possibly by taking organization stand­
arcls of the enterprise (eventually 'workplace) into account. A network repre­
senting the whole of production and construction processes can be developed 
by recognizing the relations and dependencies of the appropriately detailed 
and identified acti'vities originating from technology, cooperation and other 
procedural requirements, e.g. legal and financial regulations. (This is called 
the logical design of 'work process network.) In a simple cas€', this flow diagram 
is only one chain of partial processes het,\'een the starting and end points of 
the whole process. 

The guarantee for keeping to the requested time is a certain intensity. 
amount and utilization level of resources present necessary to carry out the 
activity in the scheduled time. 

By accepting the expertise and possihilities - hased on enterprise norms 
normatives - the necessary time (and the normative, fixed costs helonging to 
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it) of the activities in accordance with the composition and utilization level of 
the resources could be given. Thus the normative network plan contains the 
types and utilization levels of resources and the time required as basic data 
to carry out the activities. If the necessary resources can be provided in due 
time and place according to the plan, the whole work can he performed in 
minimum length of time according to the normative network schedule. 

Scheduling based on the computation of the critical path - starting 
from the calendar point of time of the scheduled heginning (or expected comple­
tion) of the work, taking the working time, shifts and holidays into account 
provides the date when the activities of a given duration to he carried out for 
the construction of the building (without interruption) can he and in order to 
keep the deadline ofthe ohjective event must he started and ended. The possible 
earliest and the allowed latest times of the important events (milestones, but 
in networks of activity edgc events represented hy every nodes) also be­
come kno·wn. 

It is obvious that in the case of organization and management of a hig 
project special attention has to be paid to the activities along the critical path 
(as they have no reserve time). After reaching certain milestone events and 
also periodically from time to time (e.g. quarterly) scheduling is expedient to 
be repeated by updated data that may yield a ne·w critical path as a result of 
different circumstances. 

The task of scheduling based on the computation of critical path could 
he transformed into the model of linear programming. In this case in require­
ments (i.e. in the constraints of the optimization task) is given the activities 
must be carried out until the end of the whole work process and that the pre­
cedence, and sequence relations mmt be kept. The only evaluation factor of 
this task is the longest (that is the critical) path between the beginning and 
the end giving simultaneously also the possihle earliest completion deadline 
of the -whole process. The network technique, however, does not perform sche­
duling in this way, but in the network itself, according to the Bellman's 
principle of optimality in this case by a simple dynamic programming algo­
rithm of multi stage, recurrent optimization. 

When, however, the deadline of the end of the program is set to an earlier 
(or later) time than according to the normative network plan, but the cost of 
the activity can be pro"\.,-jded in the given interval - as a linear function of 
time, the minimum of the excess costs due to the acceleration of the program 
\\ill he prefered. The problem what final deadline belongs to a given cost frame­
work can also he examined. In this case, recurrent optimization does not help, 
the model of linear optimization is to be relied on instead. It is, however, 
necessary that the relation of time and cost for each activity could he descrihed 
by linear functions between the possible shortest and the cheapest durations. 
(The cheapest duration is also called "normal time" that does not necessarily 
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coincide with the duration according to norm.) This task was solved by J. E. 
Kelley with the CPlVI algorithm published in 1959. As, ho"\\,ever, the computa­
tion of this task is very time-consuming because of the great number of con­
ditions and variables and as the linear time dependence of the costs of acti­
vities is usually artifical, the practical application of the original CPlVI algorithm 
was not widespread [1, [2], [3]. 

The appearance of microcomputers, the ease of interactive operation - at 
least in case of smaller tasks - resulted in an entirely new situation. For the 
project manager a many-sided, quick analysis has become available. 

The task, when a compromise is to be found between the deadline and 
the total cost ill the kno"wledge of the specific cost of the acceleration of certain 
activities. is differf'nt. It differs from the former ones as it contains several 
(namely two) and not one requirements (evaluation factors) of different dimen­
sions different measuring scales helonging to these factors (here time and cost). 
In this (multi-dimensional) evaluating space, the different possihle solutions 
may be compared with the "smaller-greater" pair of concepts only exception­
ally. Thus no optimal solution can be spoken of here, hut we have to make a 
choice. Thus we have to he satisfied "with a good compromise and the hest 
solution helonging to it. A compromise can be reached that the most favourable 
solution should only to the minimal extent differ fl'om the solution that can 
be realized quickest , .. -:ith the 10'west cost in that. 

First of all a new relation is to be introduced in the expression of the 
requirement (denoted by ps); the required performance is to he approximated 
as closely as possible. This weak equality can he put into the model of linear 
optimization if it is transformed into real equality by completing it with the 
variables of short and long deviation, thus the existing constraint system is 
expanded and the objective function "which is to he minimized contains the 
sum of the ahsolute and commensurate values of the deviations. But ho·w can 
this deviations of different dimensions and perhaps of not identical importance 
he added? Only two of the several possibilities are mentioned. 

The deviations can be transformed into "indicators of satisfaction" 
having no dimension. Let Tn denote the shortest deadline according to sche­
duling. Thus it is the date of the earliest completion of the whole work (the 
date of the earliest possihle occurrence of the finishing event is marked n). 
If it is fulfilled (with zero error), our satisfaction in meeting the requirement 
is 100%. In interactive operations, even in case of multi-criteria evaluation, 
we can be quickly informed on the level of the fulfillment of the requirements 
if single requirements are fulfilled optimally. On the hasis of this knowledge 
we can state the deadline that (because of objective reasons or as a compromise) 
is regarded as unacceptable (let us denote it by T~, as our satisfaction is zero). 
Thus the indicator of satisfaction belonging to keeping the deadline in the 
interval S E [0, 100] as a function of deviation ST is the following: 
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ST = 100 - PT8T , 

h 100. I' b . I 1 . h . were PT = In eva uatIOn can 'e Interpretec as t le welg t. Import-
~-~ . 

ance of time deviation '\vith respect to the shortest deadline. Similarly, the 
indicator of satisfaction of cost is SK = 100 - PK8I(' where 

100 
PI( = K100 _ KO 

is in the evaluation the weight of the increase of cost. The objective function 
is the sum of the indicators of satisfaction that has to be maximized. Identical 
solution is ohtained if the sum of the 'weighed deviations is minimized after 
1 caving out the constant numbers: 

It is apparent that these weight numbers were obtained 'with due con­
sideration. The value of dissatisfactory fulfilment (T~, KC) was determined 
on the basis of adequate knowledge, thus it can be regarded as a good com­
promise. 

Another compromise is the declaration of priorities among requirements. 
Taking the previous example, let PT ~ PK whieh means only that in schedul­
ing - in an actual case - the deadline is dominant against cost. Symbol P 
does not express a "'eight, but the declaration of priority as a quality index. 

In this case all the requirements of a given fulfilment value completed 
with error variables ale put into the condition system of lineal' optimi.zation 
and the objective functions proyiding the deyiations are arranged according 
to their priorities. The simplex algorithm is completed in the following way. 
The optimal solution according to objectiye function 1 is determined in the 
priority order. The simplex table shows the representation of eyery objective 
function with respect to the basis, i.e. their modifying factors. They show how 
the deyiation differs from the required fulfilment corresponding the priority 
giving unit yalue to the non basic variable. The algorithm is continued with 
the search of the solution improving the value of the objective function coming 
next in the priority order if it does not endanger the fulfilment with minimum 
deviation of the requirement of greater priority. This condition becomes 
obvious from the modifying factors referring to the next and preceeding 
objective functions in the simplex table. This methodological possibility known 
but not used for a long time combined with the new possibilities of computer 
technique, the interactive computer program of the modified simplex algo­
rithm - called goal programming in special literature - offers the possibility 
for the system analyzer to approximate the problem quickly from different 
aspects by changing the priority order. If the dynamic network scheduling of 
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the work processes can be also completed with this possibility of analysis - as 
it is sho-wn in the following example - and in this way it is fitted hetter into 
the operatiYe control system of the process, it will be a great step forward. 
To do this, the methodological improvement should not forget - certainly 
among others - ahout the fact that the linear cost development of activities 
and reality are usually difficult to make conform. This is mainly why CPM 
in its original sense was not widespread. This cost development (and the du­
ration change helonging to it) are most of the time periodical and prog­
ressively increasing. To handle these cost functions of the activities requires 
more complicated and much longer procedmcs than the eimplex algorithm 
hased on proportionality. 

Numerical example for network scheduling subjected to different conditions 
and evaluation factors! 

The task 

Nine actrntlcs are to he performed to modcrnize a traffic junction. 
Table 1 summarizes the sequence relations hetween the coded (i, j) activities, 
the duration necessary to normal and crash-time performance (dij , D i), costs 
(KU' k ij ), the incremental crashing cost calculated from them (c ij ) that is 
data expressing extra cost necessary to unit time shortening 

Symbol of the 
acth-ity 

A 
B 
C 
D 
E 
F 
G 
H 
I 

Code of the 
acth-ity (i,j) 

1-2 
1--:3 
1-,1 
2-3 
2-4 
2-5 
3-4 
3-5 
4-5 

Table 1 

The activity 

Symbol of the 
normal crash norm.ai crash 

activity dircctiv .-,-.-."--.~--
performance 

------fol1o'\~·ing the' 
former activity time period (week) cost (10' Ft) 

D.E.F 11 8 15 39 
G_H 9 6 10 31 
I 35 28 45 108 
G.H 13 1 40 76 
I 22 17 30 60 

40 25 100 130 
16 11 60 80 
22 18 500 70 
10 7 20 50 

Cost index 
(10' Ftfweek) 

Cij 

8 
7 
9 
3 
6 
2 
4 
5 

10 

1 The numerical example was introduced by Professor Berczi. A. at the Production 
Management Conference of IFIP held in Budapest in 1985. The method - based on this numer­
ical example - is sbown ill the framework of the application of transport construction. 

2 P.P. Tran5portation I5!:! 
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By scheduling based on the determination of critical path it can be 
established that the project, under nOl"mal conditions, would take 51 weeks 
to accomplish and would cost 370 X 10 3 Ft. The activities under crash condi­
tions, i.e. when all activities are performed by their respective maxima, then 
the reconstruction would take to accomplish only 35 weeks but it would 
cost 644 X 10 3 Ft. In the former case the critical path would be activities 
A-F (respectively, events 1-2-5), in the latter case acthities C-J (re­
spectively, events 1-4-5) (Figs 1 and 2). 

,1 .::.0 
( / 

=~X~~,2 ~ ~ :/~~~~5' 
, :0 ~ ~! ~c ~ 5 

~~J-'~~-
~ 3 

24 ,--.,/ 

Fig. 1 

Fig. 2 

Every information about the fact how the characteristics of the program 
under conditions differing from the earlier fixed ones develop, is useful for 
the manager responsihle for the perfOl"mance of the task. For this purpose, 
linear programming or in case of taking several requirements into considera­
tion, goal programming can be used efficiently. 

The required completion time of the network plan by minimizing the total 
excess cost 

The task described above - by defining suitahly chosen decision vari­
ahles - can be modelled mathematically and solved quickly even by a personal 
computer. 

Let us suppose that the required completion time of the reconstruction 
of the traffic junction is 40 weeks and the execution of the individual activities 
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is scheduled to minimize the total excess cost compared to the cost of normal 
execution. This task can be described by the follo·wing mathematical model: 

by using the foHov:ing constraint equations: 

(xll-xJ < TIl 

Yij (d iJ - D ij) and Yij > ° 
(Xj- xJ + Yij > d ij 1 

where 
Q the total excess cost 
cij the excess cost needed for unit time-shortening of activity ij 
Yij acceleration time for activity ij (i.e. time-shortening with respect to 

normal performance) 

Xj earliest occurrence time of the j-th event (j = 1, ... lV; N is the 
number of the events of the net\\'ork), 

TIl deadline for the completion of the program, 
clij normal time of the performance of activity ij, 
DU minimum time of the performance of activity ij. 

On substituting the parameters of the case study into the general model, 
the following 28 comtraint equations can be written for the 14 decision vari­
ables of the network plan consisting of nine actiyities and five events: 

3' , 

Xl = 0, Xj > 0, j = 2, ... , 5 

Y14 > 35; 

The objective function to be minimized is: 

min Q = 8Y12 

2* 
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The optimal solution of the task is: 

Xl = 0: X 2 = 11; X3 = 17: Xi = 33; X5 = 40 

Y12 = 0; Y13 = 0; Y11 = 2; Y23 = 7; Y21 = 0; )'25 = 11; Y31 = 0; 

Y35 = 0: )"45 = 3 

Q = 91. 

Considering that Xj is the variable of the earliest occurrence time of the events 
and )"ij is the variable of the amount of excess cost of the activities, the network 
plan for the optimum solution under the given conditions can be drawn on 
the basis of the results obtained (Fig. 3). 

Fig. 3 

The slack variables (Si) belonging to the above optimum solution mean 
the reserve time of the acti\-itii's: 

8; S14 = 0: s23 = 0; S24 = 0: S25 = 0; S34 = 0; S:35 = 1; S45 = O. 

The results obtained (and the figurc) show that except for activities 
Band H (the former one has 8, the latter 1 'week reserve-time) all activities 
are on the critical path. The cost nccessary to ensure the completion time of 
40 weeks is 91 X 10 3 Ft, i.e. the total cost of the modernization of the traffic 
junction is increascd from 370 X 10 3 Ft to 461 X 103 Ft if the completion time 
taking 51 wceks under normal conditions, is accelerated to 40 weeks. 

Incorporating indh-idual activity or event constraints 

By means of modelling descrihed above in detail it is possible to fulfil 
further constraints referring to an arbitrary number of events or activities 
and to examine the "price" of the fulfilment of the condition. If the condition 
that the suhcontractor responsible for activities E and I is to be employed 
at least for 30 "weeks is stipulated for the manager of the transport establish­
ment in our case study, and event 3 meaning the partial use of the traffic june-
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tion is to be completed by the 12th week, then the LP model is to be completed 
".-:ith the follo".-:ing constraint equations; 

Y45 < 2. 

The optimum solution of the LP task completed with two newer restraint 
equations: 

Xl = 0; X2 = 10; X3 = 12; x 4 = 32; X5 = 40; 

Y12 = 1; Y13 = 0; Y14 = 3; Y23 = ll: Y24 = 0; )'25 = 10; )'34 = 0; 

Y35 = 0; )'45 = 2 and 

Q = 108. 

The slack variables (i.e. the reserve times of the activ-:ities) belonging to 
the optimum solution are: 

S12 = 0; 513 = 3; Sg = 0; S23 = 0; S24 = 0; 525 = 0; S3_l = 4; S35 = 6; S45 = o. 

The network plan belonging to this solution: activity G has 4 weeks reserve 
time, activity B has 3 weeks, activity H has 6 weeks reserve time, all the other 
activities are critical (Fig. 4). 

Fig. 4 

Comparing this result with the results of the solution obtained by the 
previous condition system we can state that the excess cost of the fulfilment 
of the two conditions stipulated subsequently is 17 X 103 Ft. 

In the possession of the results obtained by linear programming the 
persons responsible for the decision may consider how much the constraints 
"cost". It can be controlled quickly whether a feasible solution exists at all 
in case of the given constraint system and if it does exist what goal value 
belongs to it, by a data input corresponding to arbitrary-direction and change 
of the parameters characterizing the task and by running the program again. 
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Network scheduling with goal programming 

If the scheduling of the modernization of the traffic junction introduced 
in the case study is to he carried out by considering several evaluation factors 
and our aim is a best approximation of the required values, instead of the 
strict constraints the mathematical model of decision making can be described 
in the following form: 

r 

min Q = .:2 (Pask] -,- P,:2Sk2) 
1:=1 

Under the following constraints 
- goal equations are: 

- conditions for the acceleration of activities are: 

and x, y > 0 

where 

Xj - Xi + Yij > dij l 
)'ij < d ij - Dij J 

lfij 

Tr = 1, ... , T - index of requirements (goals) taken into account in course of 
decision; 

i and j = 1, ... , n index of the events: 

DU 
Yij 
sH = at 

PH 

- the quantitative measure of the k-th goal: 
- decision variable: the possible earliest completion time of the 

j-th event; 
coefficient expressing the relation between the Tr-th goal and 
j-th event; 
normal (lo'west cost) time of the accomplishment of activity 

(i, j); 
accomplishment time of activity (i, j) under crash conditions: 
accomplishment time decrease of activity (i, j); 
extent of'ovel'achieYement, deviance from the k-th requested 
yalue; 

extent of underachieyemcnt, deyiance from the Tr-th requested 
yalue; 

evaluation weighted number attached to overachievement of 
the k-th goal; 
eyaluation weighted number attached to underachievement 
of the k-th goal. 
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Let us see what solutions are obtained - by changing priorities among the 
requirements - if the construction of the traffic junction is to be scheduled 
by the possible "closest" fulfilment of the four requirements. 

In course of scheduling, the possihle hest approximation of the follo"Wing 
requested values is to he aimed at: 

1. The construction should he completed by the 40th week; 
2. Event 3 should be completed by the 12th week; 
3. Accomplishment of activities E and I should take 30 weeks; 
4. The cost of the accomplishment of the program should be the lowest 

possible. Suhstituting the parameters of our case study into the 
general model, 31 constraint conditions can be postulated. 

d! = 3; Y13 -'-- d"2 = 3; Y14 ds = 7; Y23 + d-;; = 12; 

Y1Z-dto = 0: Y13-dii = 0: Y14-dt2 = 0; 

Y23 - d0, = 0: .1'21 - dM = 0: )'25 - d"{5 = 0; 

(Xz - Xl) -L Y12 - d"(g - 11: (X3 - Xl) --+- Y13 - diG = 9; 

(x.! - Xl) + Y14 - d2; = 35: 

(x3 - x2) + Y23 - d;i2 = 13; (Xl - xz) + Y24 - dt3 = 22: 

" d-'- - 16· (x' x)')' d.l.. - 'l? J31- (25- ~. 5-·3 -;- 35- 26-""" .... ~ 

(X5 - Xl) + d28 - dts = 40; (;1.:3 - Xl) + d"i9 - d~ = 12; 

(Y24 Y45) + d30 - d;to = 2; 

The goal function to be minimized is: 

Tahle 2 contains the four preference sets (PI ~ pz ~ P3 ~ P4) chosen for the 
solution of the task by goal programming. 
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Table 2 

Requirement A B C D 
(goal) 

PI P3 P2 PI 
2 P2 P2 PI P3 
3 P3 Pl P3 p.! 
4. P4 P4 P4 P2 

Table 3 summarizes the results obtained by taking the four types of 
priority into account. 

Table 3 

A B C D 
Require-

Dimension ment (gaol) 

1 week 40 40 40 40 
2 week 17 12 12 17 
3 week 29 30 30 29 
4 103 Ft 461 478 478 461 

As Table 3 6ho'ws, in spite of the different priorities stated for the 
acomplishment of the requirements identical results were obtained in cases 
A and D, Band C. The two different results coincide with the schedules in 
Figs 3 and 4. 

It is seen that the solution obtained in cases A and D is the less expensive; 
it fulfils the 40 weeks accomplishment but there is an "under-achievement" 
in the requirement concerning the employment of the subcontractor for a 
definite time at E and I activities, and the realization of event 3 within the 
prescribed deadline. The former one differs by one "week (ensuring only 29 
week employment instead of 30), the latter by five weeks (the accomplishment 
of the event is ensured only by the 17th week instead of the 12th). This solu­
tion is cheaper hy 17 X 10 3 Ft (108-91) than the earlier one-criterion solution 
minimizing the excess cost. The solution ohtained in cases Band C is more 
expensive hut here all the other requirements are fulfiled entirely, i.e. the 
total construction is completed by the 40th week, activity 3 is completed by 
the 12th 'week, it takes 30 weeks to carry out activities E and I. 

It has been shown how goal progTamming can be used for analysis by 
several criteria and evaluation of scheduling tasks expressed in a network 
plan. It is clear that excess lahour 'with data describing decision situations 
that take different conditions into account, has a great advantage, the pos­
sibility of examining the effects of considering further goals, requests or con­
ditions by running the program several times. 
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