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1. Introduction 

In technical practice often solutions for inhomogeneous linear algebraic 
systems of equations are needed. 

Among others, this is the case where a differential equation is to he solved 
by a numerical procedure based on discretization, or where solutions of homo­
geneous or inhomogeneous linear differential equations and systems of differ­
ential equations are to be fitted to initial conditions. 

Direct methods are affected by an inherent inaccuracy that proved to be 
reducible by supplementary iteration, requiring a computer of an arithmetic 
with a double word-length. [4] 

""hen successive approximation is applied, the question of convergency 
for an arbitrary initial unknown vector emerges. Below some remarks are made 
on the convergency condition of the method of successive approximations. 

2. Successive approximations and convergency 

The inhomogeneous linear algebraic system of equations 

A.x = b 

where A and b are known, x is the unknown vector, which is wanted. n is the 
number of the equations. Let us assume that 

1. A is quadratic 

2. n< = 
3 . ..J uij:: A : u;j';L= 0 
4.-:/ uij cA: uij < = 

i,j=1,2 ... n 

i,j = 1,2 ... n 

The method of successive approximations determines the (k + l)-th 
iterate from the k-th ([4,]): 

x(k+1) = (E - A)x(/{) + b 

1* 
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where E (l, 1 ... 1> is tlH' 
The successive approximations converge at an m'bitrary initial vector 

if ([4]): 
E A:------1 

FrOlll the definition of sphf~Ticgl norrn 

n 
E ---- A (I 

For a given matrix A this condition is not always satisfied, but in caSf; 

of a coefficient matrix \\-ith certail' properties the system of equations can he 
transfornled to satisf,- the criterion of conyergency. 
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_~s this sum is finite 
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For the sake of Silllplicity let ns inf:Toduc~ the notations 

11 11 n 

fJ and f} === Y ~ aT; . 
~~l " 

In order to a roc-"( SllIaller th211 l~ th« anl0u11t under the root-sign Inllst be 
smaller than 1 

l>n- D. 

If hoth 51(iC5 of tL.c- SYStClli of equ8tlollS arc- lllOdifitd onl:y 
the 18.5t t"\\·o teTms 'rill e!18.1}g{'. ~\ fGctOT is so·ught for the systr:rn of equations 
to giyc- a product satisf~~iEg -~ he e::~i-terion of con:vel'gency, OT it has to he proven ~ 
th2t if th(· coefficient Inatrix does :nDt sati~f-y the conditio':l defil~cd belD\\"~ no 

such factor cxi~ts. Of coursc' .. 

COlly-ergcncy of SllCeeS5iYe 

1-71.-> 

a lJrioTi the criterion of the 

suhject of discnssi0n. 

he 
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For Q given Ey~tem of equations th:<t c is wantf'd for which the Tight side 

of the illequality abo"'\;e has a nlininluDl. :\IinilnU111 exists at a c \\-here: 

and it is mininlU111 ill d,~{·{L if 

d ( "." - C-I) 

de 
::'c/3) = 0 

The second cOlll1itioE IS nIJ'viously satisfied 

n 11 
.) 

The first '1"," 
COn(11110n 

frcJlll "\,,-hich 

c= 
{j 

Substituting this into the ('xpallded form of the condition of convergency \\-e get 

1 :J p. o 

:\Illltiplying this bv (-1). afteT possiblf' simplifications: 

n 1< = cc. 
() 

If this condition is satisfied, there is at least one !lumber c, multiplying by 
Khich both sides of the equation the applied successive approximation ,,-ill be 

conyergent for an arhitTal'Y initial vector. The resulting equation is 

cAx = cb. 

3. FloVl chart for a COInputer 

A computer progTam was prepared for testing the procedure above in 
pnlctice; tl11' program is presented ill the Appendix. The program has 

lwel1 written in ALGOL 1204 c ALGOL 60 Janglwge ([3]), for aD. ODRA 1204· 
type computer. ([1]) 

The flo",- chart below contrjns the principal steps of the program: 
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Flow chart: 

Let the equation 

2 
0 

1 

Declarations 

read (.cl); 

read (b); 

read (eps); 

I ., 

I ",~!', I 

t < 0::> ~l-l )>-_I1_,o_t.,.,, __ , 

yes t 
I "~ !, I 

t 

I 

'f 

print (x); 

~ ~ 

Fig. 1 

4. Numerical example 

1 1 Xl 

3 1 X 2 

-1 2 x3 

5 
7 

1 
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be solved by successive approximations making use of the computer program. 

Obviously 

11 E - A i! = VII > 1 

thus the program cannot be applied to equation in the present form. But as 

(~aii 
ex = _'_·=_1 __ ~ 2.2273 

n n 
::>' -:>' a~ . 

.-=1' 4:::::::1 l] 

;=1 j=1 

and 1l = 3, hence ex > n - 1 and the equation can be transformed into 11 E -
- cA < 1. The multiplie is: 

and the procedure applied to the equation cAx = c . b is convergent at an 
arbitrary initial vector since 

E - cA Co<. 0,933 < 1 . 

Of course, the program provides the solution of the equations: 

x = 1 
2 
1 

Summary 

A simple criterion was needed to decide whether a system of equations is convergent or, 
can be transformed into a convergent one for successive approximations. 

With the coefficient matrix at hand the criterion Cl; > n - 1 easily and quickly deter­
mines convergency. 

APPE:\"DIX 

'CO?lBiE:\"T AERO ES TER?lIOTECH:\"IKA TA:\"SZEK 
'BEGIN 'EWEGER I.J.RN: 
READ (:\"); 
'BEGIN 'REAL Dl,D2.D3,EPS,C; 

'ARRAY X,XX,Y,B[l:N], 
A[l:N,l:N]: 

READ (EPS); READ (B): READ (A): 
Dl:=D~:=O: 
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'FOR 1:=1 'STEP 1 TSTIL S 'DO 'BEGL\" 
Dl:=D1,AlLI]: 

'FOR J:=l 'STEP 1 TSTIL S 'DO 
D2:=D2-i-AIU] . 2 

'ESD: 
D3:=Dl"D1!D2: 
FORMAT (,I! !l1.111flj-'-l.S): 
PRIST (" -

A I~O:';YERGESCIA FELTETELE: 
S.D3," SAGYOBB:\lIST .S.S - L" 

:-5): 
'IF D3<:\-1 'THE"\' 'GOTO 'iEGE: 
C:=Dl j D2; 
PRIST (n 

,-\ KOSYEHGESCLH BIZTOSITO 
TE,\YEZO: :3.C): 

LL\E (3): 
TUR 1:=1 'S'l"EP 1 'CSTIL S 'DO 'BEGIS 

'STEP 1 TSTIL S 'DO A[I.J]:=CA[LJ]: 
=u.1 'ESD: 

B.<-: 1 'DO IBEGI:, 
TOH 1:=1 'STEP 1 C:\TIL S 'DO 'BEGL\ 

'FOB. J:=l 'STEP 1 TSTIL S 'DO 
Y[I]:= Y[I]-,--\[I-J]"X[J]: 
XX[I]:=X[I]- Y[I}-:-B[I]: 
Dl:=D1--X[I] . 2: 
D2:=D2i-XX[Ij; 2 'ESD: 

'IF ,-\BS ( SQHT (D2)--SQRT (Dl»< EPS 'THES R:=R--:,2 
'ELSE 'BEGI:\ TOR 1:=1 'STEP 1 ''CSTIL :\ 'DO 

~\.[Il: =XX [IJ 
'ES D 'E:'~D: 
PRIST (n 

,'EGEREmlESY 
.S); 

FOR.'iIAT C'?: !--1.l11l1:jQ-1S): 
TOR 1:=1 'STEP I TSTIL S 'DO PRI:';T (XX [I]): 
U:,\E (3): 
VEGE:LI:';E (1) 'ESD 'E::-'~D: "? 
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