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Abstract
This study is intended to define the Free Flow Speed (FFS) 
ranges of urban street classes and speed ranges of Level of 
Service (LOS) categories. In order to accomplish the study FFS 
data and average travel speed data were collected on five urban 
road corridors in the city of Mumbai, India. Mid-sized vehicle 
(car) mounted with Global Positioning System (GPS) device 
was used for the collection of large number of speed data. Self-
Organizing Tree Algorithm (SOTA) clustering method and five 
cluster validation measures were used to classify the urban 
streets and LOS categories. The above study divulges that the 
speed ranges for different LOS categories are lower than that 
suggested by Highway Capacity Manual (HCM) 2000. Also it 
has been observed that average travel speed of LOS categories 
expressed in percentage of free flow speeds closely resembles 
the percentages mentioned in HCM 2010.

Keywords 
free flow speed, level of Service, global Positioning System, 
SOTA, cluster validation measures

1 Introduction
The traffic flow on urban Indian corridors is highly 

heterogeneous. Levels of service (LOS) provided by urban 
streets are not well defined for such condition. For this, an 
attempt has been made to define the LOS criteria for urban 
Indian roads. Urban Street LOS is based on average through 
vehicle travel speed for the segment or for the entire street 
under consideration. In order to get the travel speed data, 
floating car method is traditionally used for but the accuracy 
with the method is a matter of concern (Turner et al., 1998). 
Subsequently, with the advancement of technology such as 
Distance Measuring Instruments (DMI) has been become 
popular over the floating car method. This DMI technology 
is used to measure the speed distance using the pulses from 
a sensor attached to the test vehicle’s transmission (Quiroga 
and Bullock, 1998). The main disadvantage with DMI is its 
installation and data storage (Turner et al., 1998; Benz and 
Ogden, 1996). With the development of modern equipment 
and systems, the use of GPS has brought a revolution to the 
collection of speed data in regular sampling intervals, travel 
time and recording the location in terms of latitude and 
longitude. Use of GPS makes it possible for the collection 
and handling large number of speed data and subsequently 
minimizes the possibility of error. In this study, the speed data 
are collected at every second interval using GPS are assigned 
to a geographical position in Geographical Information System 
(GIS) environment. For carrying out this research work three 
types of data were collected such as free flow speed data, 
average travel speed data during peak and off peak hour and 
data related to geometric characteristics of road segments.

HCM (2000) methodology for LOS analysis of urban streets 
followed with the application of SOTA Clustering is used in 
this study to define FFS ranges of urban street classes and 
speed ranges of LOS categories. First, FFS data is used by the 
SOTA clustering method to classify FFS data into a number 
of classes. Through the application of five cluster validation 
parameters on the FFSs, the urban street segments are divided 
into four numbers of classes (I-IV) after due interpretation. 
Secondly, SOTA clustering is used on the average travel speed 

1 Department of Civil Engineering, National Institute of Technology,
Rourkela, 769008, India
* Corresponding author, e-mail: akdastransport@gmail.com

47(4), pp. 309-317, 2019
https://doi.org/10.3311/PPtr.9911
Creative Commons Attribution b

research article

PP Periodica Polytechnica
Transportation Engineering

Self-Organizing Tree Algorithm (SOTA) 
Clustering for Defining Level of Service 
(LOS) Criteria of Urban Streets

Amit Kumar Das1*, Prasanta Kumar Bhuyan1

Received 19 August 2016; accepted 02 August 2017

mailto:akdastransport@gmail.com
https://doi.org/10.3311/PPtr.9911


310 Period. Polytech. Transp. Eng. A. K. Das, P. K. Bhuyan

data collected during both peak and off-peak hours to determine 
the speed ranges of different LOS categories. The speed ranges 
found to be different than that suggested by (HCM, 2000). 
Average travel speed of LOS categories expressed in terms of 
FFS of the street classes are found to be 85 and above, 75-85, 
65-75, 50-65, 35-50, 35 and below respectively for LOS “A” 
to LOS “F”. This result closely follows the percentage shown 
in (HCM, 2010).

2 Literature Review
(HCM 2000) defines level of service as “a quality measure 

describing operational conditions within a traffic stream, 
generally in terms of service measures such as speed and 
travel time, freedom to maneuver, traffic interruptions, comfort 
and convenience.” The HCM 2000 designates six levels of 
service from “A” to “F” for each type of facility, with LOS 
“A” representing the best operating condition and LOS “F” 
the worst. Distinct speed values have been used for various 
levels of service, each of which represents a range of operating 
conditions. (HCM, 2010) suggests that LOS is affected strongly 
by factors like the heterogeneity of traffic, speed regulations, 
frequency of intersections, presence of bus stops, on-street 
parking, roadside commercial activities, pedestrian volumes 
etc., on urban roads. Various researchers have been working on 
LOS as a result the definitions, methodology of LOS analysis 
and research findings have been changing from time to time.

For the better understanding and explanation of LOS various 
researchers have worked for scaling the LOS. Baumgaertner 
(1996) made an attempt to extend the LOS from “A” to “I”. 
According to the researcher additional labels of LOS are 
necessary to distinguish between varying degrees of facility 
failure in terms of delay lengths and travel speeds. Cameron, 
(1996) proposed for the extension of LOS from “A” to “J”. LOS 
“F” does not distinguish the increased levels of congestion nor 
does it helps in proving transportation solutions for increased 
congestion. Brilon and Estel (2010) divided LOS “F” into 
differentiated sub-levels of saturated flow to assess the quality 
of service on existing congested facilities depending on traffic 
demand. Moreover this can be helpful taking decisions and 
ensure the spending of funds efficiently. The studies done by 
the above researcher i.e. expanding the LOS beyond “F” is an 
attempt to describe traffic conditions in a better way.

Kittelson and Roess (2001) divulged that besides quantitative 
analysis, LOS should also be based on drivers perception on the 
quality of service provided by urban street segments depending 
on several characteristics like travel efficiency, sense of safety 
and aesthetics. Flannery et al. (2005) developed a relationship 
between quantitative services to qualitative service measuring 
methods for urban streets. The researchers found that the LOS 
calculated by “Highway Capacity Manual” methodology 
envisages 35% of the variance in mean driver rating. It is 
because drivers perceive quality of urban street segments by 

certain parameters like travel efficiency, sense of safety and 
aesthetics. Flannery et al. (2008) made an effort to estimate 
LOS of urban street facilities integrated with user perception. 
The researchers made use of a set of investigative variables that 
describe the geometry and operational effectiveness. Spring 
(1999) pointed out that the use of distinct boundaries limits 
the subjective and continuous characteristics of the quality of 
service. The drawback with the use of step-function approach 
is the use of distinct boundaries of a sole measure limits the 
accuracy with which a facility may be characterized as it does 
not provide access to the linguistic uncertainty and subjective 
nature associated with LOS.

Yang and Qiao (1998) applied self-organizing neural 
network pattern recognition method to classify highway traffic 
states into some distinctive cluster centers. This helps the traffic 
engineers to understand traffic flow conditions and to make 
decisions for LOS improvements with respect to the concerned 
segment of the roadway. Lingras (2001) compared hierarchical 
and genetic algorithms for the classification of highways. The 
researcher found that for a smaller number of groups Genetic 
Algorithm will be able to provide a better classification and for a 
larger number of groups hierarchical grouping provides a better 
result. Murat and Baskan (2006) used Artificial Neural Network 
(ANN) approach to develop a vehicle delay estimation model. 
Florio and Mussone (1996) used ANN to evaluate the flow 
density relationship of a motorway section to define the time 
and spacing stability or instability of its traffic flow. Prassas et 
al. (1996) applied cluster analysis to a set of traffic engineering 
data to identify several distinct modalities within the data. 
Lingras (1995) compared the grouping of traffic patterns using 
hierarchical-grouping method and the Kohonen neural network. 
The researcher confirms that hierarchical grouping can be used 
to classify small data sets whereas Kohonen neural network 
can be used for classifying larger data sets. Such an approach 
is greatly advantageous in classifying highway sections using 
small to large traffic variations.

Bhuyan and Rao (2010) made an effort to define free-flow 
speed ranges of urban street classes and speed ranges of LOS 
categories. The researchers found that the speed ranges for LOS 
categories in Indian context are lower than that mentioned in 
HCM. Maitra et al. (1999) quantified congestion incorporating 
the volume and operational characteristics of traffic movement. 
Based on the congestion level, ten levels of service have been 
proposed out of which nine are in stable flow zone (A to I) 
and one in unstable operation (I). Herrero et al. (2001) used 
SOTA for the analysis of gene expression data coming from 
DNA array experiments. The result obtained using SOTA was a 
hierarchical cluster obtained with the accuracy and robustness 
of a neural network. Wang et al. (1998b) applied SOTA to 
analyse patterns associated with protein dipeptide composition. 
The researchers confirmed that the algorithm applied to these 
data constructed phylogenetic trees of protein families as 
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well as classified much diversified sequence of data sets such 
as a mixture of interleukins and their receptors. Campos and 
Carpenter (2001) introduced S-TREE (Self-Organizing Tree) 
algorithm. Unlike other neural network tree-structured methods, 
S-TREE is fast and robust to parameter choice. These features 
make it a viable solution to real vector quantization tasks such 
as image compression. The authors compared the performance 
of S-TREE with the standard tree-structured vector quantizer 
(TSVQ) and the generalized Lloyd algorithm (GLA). It was 
found that image reconstruction quality of S-TREE approaches 
that of GLA while taking less than 10% of computers time. 
Wang et al. (1998a) used SOTA to classify amino acids and 
amino acid exchange matrices. SOTA is considered as an 
appealing alternative to traditional clustering techniques 
when a complex and non-linear relationship among data is 
to be analysed. It has been observed that SOTA clustering 
method is successfully applied for the classification problems 
in Bio-science; the authors have taken an attempt to solve the 
classification problem such as to define LOS of urban streets 
in this study.

3 Cluster Analysis
Self-Organizing Tree Algorithm (SOTA) was introduced by 

Dopazo and Carazo (1997). SOTA is an unsupervised neural 
network with a binary tree topology. The clustering process 
is performed from top to bottom, i.e. the highest hierarchical 
levels are resolved before entering the lowest levels. SOTA is a 
hybrid algorithm combining the advantages of both hierarchical 
clustering and Self-Organizing Maps (SOM). SOTA runtimes 
are approximately linear with the number of items to be 
classified. Hence, it is suitable for dealing with large number 
of data. The flow chart of SOTA clustering is shown in Fig. 1.
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Fig. 1 Flowchart for SOTA clustering

3.1 SOTA Clustering
The pseudo code of SOTA clustering is as follows:
Step 1: The system is initialized.
Step 2: New input is presented.
Step 3: Distance to all external units is computed. For 

aligned sequences, distance between input sequence j and the 
unit i is computed as:
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Where Sj[r,l] is the value for the residue r of the input sequence 
node j and ci[r,l] is the residue r of the neuron i. Output unit is 
selected i* with minimum distance dij.

Step 4: Unit i* is updated and neighbours Neurons updated as:

C T C T S C Ti i T i j j i+( ) = ( ) + − ( )1 η
, ,

Where ηT,i,j is the neighbourhood function for unit i.
Step 5: If a cycle is finished, the size of the network is 

increased i.e. two new units are attached to the original unit 
with higher resources. This unit becomes the mother unit and 
does not receive any more updating.

Resources for each terminal unit i are calculated as an average 
of the distances of the input sequences assigned to this unit itself.

R =
ki

dS Ck

K

k i=∑ 1

Step 6: The above process is repeated by going to Step 2 
until convergence.

3.2 Cluster Validation Measure
A) Connectivity Index

Let N denote the total number of observations in a dataset 
and M denote the total number of columns, which are 
assumed to be numeric. nni(j) is defined as the jth near-
est neighbor of observation i, and let xi,nni(j) be zero if i 
and j are in the same cluster and 1/j otherwise. Then for 
a particular cluster partition C= {C1,…..,CK} of the N 
observations into K disjoint clusters, the connectivity is 
defined as

Conn C x nni i j
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Where, L is a parameter giving the number of nearest 
neighbours to use. The connectivity has a value between 
[0, ∞] and should be minimized.

B) Average Distance between Means (ADM) Index
The ADM measure computes the average distance 
between cluster centres for observations placed in the 
same cluster by clustering based on the full data and clus-
tering based on the data with a single column removed. 
It is defined as 

(1)

(2)

(3)

(4)
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Where xCi ,0  is the mean of the observations in the clus-
ter which contain observation i, when clustering is based 
on full data, and xCi l,  is similarly defined. It has a value 
between [0, ∞], and smaller values giving the optimal 
number of cluster.

C) Figure of Merit (FOM) Index
The FOM measures the average intra-cluster variance 
of the observations, where the clustering is based on the 
remaining samples. This estimates the mean error using 
predictions based on the cluster averages. For a particular 
column l, the FOM is
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Where xi,l is the value of the ith observation in the lth col-
umn in cluster Ck(l)
xCk l( )  is the average of cluster Ck(l)
The value of figure of merit varies between [0, ∞] with 
smaller values corresponding to the optimal number of 
cluster.

D) Average Proportion of Non-overlap (APN) Index
The APN measures the average proportion of observa-
tions not placed in the same cluster by clustering based 
on the full data and clustering based on the data with a 
single column removed. Let Ci,0 represent the cluster con-
taining observation i using the original clustering, and Ci,l 
represent the cluster containing observation i, where the 
clustering is based on the dataset with column l removed. 
Then, with the total number of clusters set to K, the APN 
measure is defined as
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The APN is in the interval [0, 1], with the values close 
to zero corresponding with highly consistent clustering 
results.

E) Average Distance (AD) Index
The AD measure computes the average distance between 
observations placed in the same cluster by clustering 
based on the full data and clustering based on the data 
with a single column removed. It is defined as
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The AD has a value between [0, ∞] and smaller values 
are preferred.

4 Study area and Data Collection
4.1 Study Corridor

Mumbai city, the capital of Maharashtra state in India 
was chosen for this study. In total five important study corri-
dors were chosen. The movement of commuters from North 
to South direction is predominant in the city of Mumbai. 
Commuters move from north to south for work trip during the 
morning hours and return back towards north in the evening 
hours. Four north-south corridors and one east-west corridor 
have been chosen for this study. The four north-south corridors 
include the following routes. Corridor-1 starting with Eastern 
express highway extending up to south, Corridor-2 starting 
with LBS road extending up to south via Ambedkar road, 
Corridor-3 starting from Western express highway extending 
up to marine drive, Corridor-4 starting from SV road extend-
ing up to south via Veer Savarkar road, and the only east-west 
corridor i.e. Corridor-5 includes Versova-Andheri-Ghatkopar-
Vashi (VAGV). These five corridors were overlapped on GIS 
base map of Greater Mumbai as shown in Fig. 2. These five 
corridors comprise of 100 street segments with 101 signalized 
intersections. The total road length included for this study is 
approximately 140 kilometres.

Fig. 2 Map Showing Selected Corridors of Greater Mumbai

4.2 Data Collection
Trimble Geo-XT GPS receiver was used to collect the speed 

data at regular interval of one second. This GPS device was 
mounted on a midsized vehicle (car) which was chosen as a 
probe vehicle. Data obtained by GPS provides both spatial and 
temporal references from which various traffic parameters were 
derived including travel time and travel speed. To obtain unbi-
ased data sets three midsized vehicles were used with the help 
of three different drivers on different days of the survey work. 
Three types of data sets were collected for this study purpose.

(6)

(7)

(5)
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The first type of data collected is roadway inventory details. 
Proper segmentation technique was applied during the collec-
tion of roadway inventory details i.e. after signalized intersec-
tion to another signalized intersection. Details like segment 
number, number of lanes on roadways, road side development, 
median type, parking conditions, pedestrian activity, commer-
cial activity, access density and speed limits etc. were collected 
during inventory survey.

The second type of survey was carried out to obtain the free 
flow speed. Prior to the FFS data collection, it is imperative to 
know the time period during which traffic volume would be 
less than or equal to 200 vehicles per lane per hour. A thorough 
24 hour traffic volume count survey was conducted preceding 
the data collection of FFSs. The traffic volume data were col-
lected on 45 counting stations on seven screen lines covering 
the whole of Greater Mumbai region. Traffic volume per lane 
per hour was calculated for the roads associated with these five 
corridors from the survey data. It was found that free flow traf-
fic condition approaches at 12 mid-night and all road sections 
were having free flow traffic condition from 1AM to 5AM.

The third type of data collected was congested travel speed 
data. Congested travel speed survey was conducted during both 
peak and off peak hours on both directions of all corridors. The 
number of trips for peak, off-peak and free-flow condition for 
each direction of travel varied from a minimum of 3 trips up to a 
maximum of six trips. For this, 22 days approximately account-
ing to 200 hours of data were collected. Pathfinder office ver-
sion 3.0 was used to transfer these data to the office computer. 
The transferred data were compiled in MS excel environment 
and analysis was carried out using R package.

5 Results and Analysis
Free flow speed and average travel speed were used to find 

out the urban street class and LOS categories respectively. Five 
validation parameters were used in the present study. Validation 
parameters were used to obtain the optimal number of clus-
ters. The values returned by the validation parameters (optimal 
number of clusters) indicate the classification of urban street 
segments using FFS data into four to six numbers of classes 
(clusters) as shown in Fig. 3(A) to Fig. 3(E).

Going through the literature survey it was confirmed that 
the minimum value of Connectivity Index (CI) gives the opti-
mal number of clusters. Fig. 3(A) shows that the index value 
is minimum for 4 numbers of clusters. For Average Distance 
between Means (ADM) Index and Figure of Merit (FOM) 
Index the smallest value gives the optimal number of clusters. 
Fig. 3(B) and Fig. 3(C) shows the optimal numbers of clusters 
are obtained to be 4. Fig. 3(D) shows the optimal number of 
cluster for Average Distance (AD) Index; according to litera-
ture smallest values gives the optimal number of cluster. Hence 
the optimal number of cluster is obtained to be 5 for Average 
Distance (AD) Index. For Average Proportion of Non-Overlap 

(APN) Index the values close to zero give the optimal number 
of clusters. So, going with the literature four is taken as the 
optimal number of cluster as shown in Fig. 3(E). Out of the 
five validation parameters used in this study, four validation 
parameters return the value of optimal number of cluster as 
four. Hence the urban street segments were classified into four 
classes by using SOTA clustering.

SOTA clustering is used twice in this study. In the first step 
FFS data was used as an input to SOTA clustering so as to 
divide the urban street segments in to four numbers of classes. 
The result obtained after clustering is represented in Fig. 4. The 
legends give the FFS range of urban street as obtained by using 
SOTA clustering. Different types of symbols have been used to 
indicate various urban street classes.

SOTA clustering method was used on the travel speed data 
collected during peak and off-peak hours averaged over street 
segments. These data sets were divided into six clusters. These 
six clusters give the speed ranges for different LOS categories. 
The results thus obtained are shown in Fig. 5(A) to Fig. 5(D). 
Different symbols are used to represent various speed ranges 
depending on which LOS category they belong. The legend in 
Fig. 5(A) to Fig. 5(D) represents the speed ranges for six LOS 
categories of urban street classes obtained using SOTA cluster-
ing. The speed ranges for LOS categories found using SOTA 
clustering is shown in Table 1. As it is observed that the values 
of FFS ranges of urban street classes and speed ranges of LOS 
categories achieved from the present study are different from 
that mentioned in HCM 2000. Average travel speed of LOS 
categories (A-F) expressed in terms of the percentage of FFSs 
are found to be 85 and above, 75-85, 65-75, 50-65, 35-50, 35 
and below respectively in the present study. Whereas in HCM 
(2010) it has been mentioned these values are 85 and above, 
67-85, 50-67, 40-50, 30-40 and less than equal to 30 percentage 
respectively.

Table 1 Urban Street Speed Ranges for different LOS Proposed in Indian 
Conditions by SOTA Clustering method

Urban Street 
Class

I II III IV

Range of 
free-flow 
speed (FFS)

90 to 69 
km/h

69 to 55 
km/h

55 to 46 
km/h

46 to 25 
km/h

Typical FFS 75km/h 60km/h 47km/h 35 km/h

LOS Average Travel Speed (Km/h)

A >65 >54 >42 >40

B >55-65 >49-54 >37-42 >32-40

C >45-55 >40-49 >30-37 >25-32

D >35-45 >31-40 >20-30 >18-25

E >25-35 >19-31 >13-20 >10-18

F ≤25 ≤19 ≤13 ≤10
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Fig. 4 SOTA Clustering of FFS for Urban Street Classification
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   A: LOS of Urban Street Class I B: LOS of Urban Street Class II

C: LOS of Urban Street Class III D: LOS of Urban Street Class IV

Fig. 5 Level of service of urban street classes (I-IV) using SOTA clustering on average travel speeds

A close examination conveys that the results of the present 
study closely follow HCM (2010). Moreover it can be said that 
the study results have partial coherence with the values men-
tioned in HCM (2000). This suggests that in HCM (2010) care 
has been taken for heterogeneous traffic flow. 

The evenness of the result of clustering i.e. classification of 
the urban streets into four classes and average speed values into 
six LOS categories were confirmed with the road inventory data 
collected during survey. The road inventory data considered 
here are number of lanes, median type, access density, road 
side development, on-street parking and pedestrian activity. 
Out of the five corridors, the physical characteristics of street 
segments under corridor-1 are shown in Appendix-1. Various 
geometric and surrounding environmental characteristics of 
13 street segments of urban street corridor- 1 attained during 
inventory survey as well as various LOS experienced on these 
street segments are represented in Appendix-1. Verification 
was carried out for geometric and surrounding environmental 
characteristics to know whether the LOS experienced on a par-
ticular road segment goes along with the field condition or not. 
From the analysis it was inferred that segment with good traf-
fic flow, geometric and surrounding environmental condition 

exhibit good LOS i.e. LOS “A”, “B”, “C”. However road seg-
ments with poor traffic flow, poor geometric condition and sur-
rounding environmental condition exhibit poor LOS i.e. LOS 
“D”, “E”, “F”. Therefore travel speed which has been consid-
ered to establish LOS is capable in defining LOS categories.

6 Summary and Conclusion
In this present study an attempt has been made to define the 

LOS criteria for heterogeneous traffic flow on urban streets in 
Indian context. Five validation parameters have been used to 
determine the optimal number of clusters. Using the optimal 
numbers of clusters the urban streets were divided into four 
urban classes (I-IV). SOTA clustering has been used two times 
in this present study. First it is used on the FFS obtained during 
the survey so as to get the FFS ranges for each urban street 
class. Secondly SOTA was used to define the speed ranges of 
LOS categories for which the average travel speed obtained 
during the peak and off-peak hours were used as an input to the 
algorithm. Thus the FFS ranges for different urban street classes 
and speed ranges for different LOS categories were established. 
The FFS ranges obtained in the present study are found to be 
lower than that mentioned in HCM (2000). Variation in the 
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geometric characteristics, movement of non-motorized vehi-
cle, slow moving motorized vehicle, and side friction devel-
oped due to road side vending, on-street parking and pedestrian 
movement along and across the road section may be a reason 
for such lower values of speeds.

Moreover the speed ranges of LOS categories of urban street 
expressed in terms of percentage of FFS are found to be almost 
similar to that values mentioned in HCM (2010). The average 
travel speed of LOS categories expressed in terms of percent-
age of FFS are found to be 85 and above, 70-85, 65-75, 50-65, 
35-50, and less than 35 respectively. While in HCM (2010) 
it has been mentioned these values are 85 and above, 67-85, 
50-67, 40-50, 30-40 and less than equal to 30 percentages 
respectively. The proximate values of results obtained in the 
present study and the values mentioned in HCM (2010) gives 
an idea that HCM (2010) has given certain consideration to 
heterogeneous traffic while fixing these speed ranges. Hence 
HCM (2010) methodology for LOS analysis of urban street is 
apposite for Indian context. Literature review inveterate GPS 
as a powerful tool in collecting and handling these large num-
bers of speed data. Mid-sized vehicle were used for collection 
of speed and inventory data, but for the absolute illustration of 
heterogeneous traffic flow on urban corridors, study should be 
conducted using other modes of travel. 
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